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#### Abstract

We propose a new computation method for the linear complexity and the minimal polynomial of Ding-Helleseth-generalized cyclotomic sequences. We will find the linear complexity of Ding-Helleseth-generalized cyclotomic sequences of order four and six and make the results of Tongjiang Yan et. al [19] about the sequences of order four more specific.
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## 1. Introduction

Pseudo-random sequences are widely used in many fields, in particular in stream ciphers [3]. The linear complexity of a sequence $s^{\infty}$ is an important characteristic of its quality. It is defined to be the length of the shortest linear feedback shift register that can generate the sequence [14]. Sequences with high linear complexity $\left(L\left(s^{\infty}\right)>N / 2\right.$, where $N$ denotes the period of the sequence) are important for cryptographic applications.

Using classical cyclotomic classes and generalized cyclotomic classes to construct binary sequences, which are called classical cyclotomic sequences and generalized cyclotomic sequences respectively, is an important method for sequence design [3]. As we all know, certain classical cyclotomic sequences, such as Legendre sequences and Hall sextic residue sequences, possess good linear complexity and autocorrelation properties (see [8, 11, 13, 16]). A generalized cyclotomy with respect to $p q$ was introduced by Whiteman [17]. New generalized cyclotomic sequences ( $\mathrm{D}-\mathrm{GCS}_{2 k}$, where $2 k$ is the order) including classical as particular, were defined by Ding and Helleseth in [7]. They predicted that they may be applied in cryptography and coding [5, 6]. Further it was shown that such sequences might have poor autocorrelation properties. It makes them difficult to use in Engineering [2, 15].

[^0]The D-GCS 2 with period $p q$ (where $p$ and $q$ are distinct odd primes) have high linear complexity [1, 4]. Later, the linear complexity of the D-GCS 4 with period $p q$ was calculated in [19]. However there are some technical errors in [19], (Lemma 4), which led to wrong results in some parts of the Theorem 2 in [19] and casting doubt on the method of this article (see appendix). Note that in [18] T. Yan mentions his previous work [19] has an error, but does not indicate exactly where it is and how to correct it.

The purpose of this paper is to propose a new computation method for the linear complexity and the minimal polynomial of Ding-Helleseth-generalized cyclotomic sequences. We show that computation of the linear complexity of generalized cyclotomic sequences with period $p q$ reduces to exploration of the classical cyclotomic sequences polynomial and obtain the linear complexity of Ding-Helleseth-generalized sequences of order four and six.

We retain notation used in [19]. Let $p$ and $q$ be two odd primes with $\operatorname{gcd}(p-1, q-1)=d$. Define $N=p q, e=(p-1)(q-1) / d$. The Chinese Remainder Theorem guarantees that there exists a common primitive root, $g$, of both $p$ and $q$, and the order of $g$ modulo $N$ is $e$. Let $x$ be an integer satisfying $x \equiv g(\bmod p)$, and $x \equiv 1(\bmod q)$. Thus, we can get a subgroup of the residue ring, $Z_{N}$, with its multiplication [17], as the following:

$$
Z_{N}^{*}=\left\{g^{i} x^{j}: i=0,1, \ldots e-1 ; j=0,1, \ldots, d-1\right\}
$$

Ding-Helleseth generalized cyclotomic classes of order $d$ with respect to $p$ and $q$ are defined as

$$
D_{i}=\left\{g^{i+d t} x^{j}: t=0,1, \ldots e / d-1 ; j=0,1, \ldots, d-1\right\}
$$

where $i=0,1, \ldots d-1$ [7]. Then $Z_{N}^{*}=\bigcup_{i=0}^{d-1} D_{i}, D_{i} \cap D_{j}=\varnothing$ for $i \neq j$, where $\varnothing$ denotes the empty set.

By definition, put

$$
D_{i}^{(p)}=\left\{g^{d t+i}: t=0,1, \ldots(p-1) / d-1\right\}, D_{i}^{(q)}=\left\{g^{d t+i}: t=0,1, \ldots(q-1) / d-1\right\}
$$

and $P_{i}=p D_{i}^{(q)}, Q_{i}=q D_{i}^{(p)}$, where $i=0,1, \ldots d-1$.
Let $C_{0}=\bigcup_{i=0}^{d / 2-1}\left(D_{i} \cup P_{i} \cup Q_{i}\right) \cup\{0\}, C_{1}=\bigcup_{i=d / 2}^{d-1}\left(D_{i} \cup P_{i} \cup Q_{i}\right)$ then $Z_{p q}=C_{0} \cup C_{1}$ and $C_{0} \cap C_{1}=\varnothing$.

Ding-Helleseth-generalized cyclotomic sequence of order $d\left(\mathrm{D}-\mathrm{GCS}_{d}\right)$, with
$s^{\infty}=\left\{s_{0}, s_{1}, \ldots, s_{i}, \ldots\right\}$ is defined as

$$
s_{i}= \begin{cases}1, & \text { if } i \bmod N \in C_{1}, \\ 0, & \text { otherwise }\end{cases}
$$

Then $s^{\infty}$ possesses the minimum period $p q$, and the almost balance of the symbols $1 s$ and $0 s$.

## 2. A Computation Method for Linear Complexity of Ding-Helleseth-Generalized Cyclotomic Sequences with Period $p q$

For a binary sequence, $s^{\infty}$, with period $N$, if $S_{N}(x)=s_{0}+s_{1} x+\ldots+s_{N-1} x^{N-1}$, then its minimal polynomial and linear complexity can be calculated by the following equations [14]:

$$
\begin{equation*}
m(x)=\left(x^{N}-1\right) /\left[\operatorname{gcd}\left(x^{N}-1, S_{N}(x)\right)\right] \tag{1}
\end{equation*}
$$

$$
\begin{equation*}
L\left(s^{\infty}\right)=N-\operatorname{deg}\left[\operatorname{gcd}\left(x^{N}-1, S_{N}(x)\right)\right] \tag{2}
\end{equation*}
$$

Let $\alpha$ be a primitive $N$-th root of unity over the field $G F\left(2^{m}\right)$ that is the splitting field of $x^{N}-1$. Then, by (2), we have

$$
\begin{equation*}
L\left(s^{\infty}\right)=N-\left|\left\{j \mid S\left(\alpha^{j}\right)=0, j=0,1, \ldots, N-1\right\}\right| \tag{3}
\end{equation*}
$$

where $S(x)$ is defined by $S(x)=\sum_{i \in C_{1}} x^{i}$. So, the computation of the linear complexity and the minimal polynomial of the sequence $s^{\infty}$ turns into the computation of roots of its polynomial.

Let $\beta=\alpha^{q}$ and $\gamma=\alpha^{p}$, then $\beta$ and $\gamma$ are primitive $p$-th and $q$-th roots of unity in the extension of field $G F(2)$. There exist integers $a, b$ [12], such that

$$
\begin{equation*}
a q+b p=1 \tag{4}
\end{equation*}
$$

Then

$$
\begin{equation*}
\alpha=\beta^{a} \gamma^{b} \tag{5}
\end{equation*}
$$

Let $i n d_{g}^{(q)} c$ be discrete logarithm of $c$ in the field $G F(q)$ relative to the basis $g$. By definition of the discrete logarithm $p \equiv g^{i n d_{g}^{(q)} p}(\bmod q)$, hence from (4) we have

$$
\begin{equation*}
b \equiv g^{-i n d_{g}^{(q)} p}(\bmod q) \tag{6}
\end{equation*}
$$

To explore the properties of the polynomial $S(x)$, let us introduce auxiliary polynomials $S_{d}(x)=\sum_{u \in D_{0}^{(p)}} x^{u}$ and $T_{d}(x)=\sum_{v \in D_{0}^{(q)}} x^{v}$. Properties of polynomials $S_{d}(x)$ and $T_{d}(x)$ are obtained in [9, 10] (see also [8, 13]). In particular from [9] we have

$$
\begin{equation*}
\sum_{u \in D_{j}^{(p)}} \beta^{u}=S_{d}\left(\beta^{g^{j}}\right), \sum_{v \in D_{i}^{(q)}} \gamma^{v}=T_{d}\left(\gamma^{g^{i}}\right) \tag{7}
\end{equation*}
$$

and

$$
\begin{equation*}
S_{d}(\beta)+S_{d}\left(\beta^{g}\right)+\ldots+S_{d}\left(\beta^{g^{d-1}}\right)=1, T_{d}(\gamma)+T_{d}\left(\gamma^{g}\right)+\ldots+T_{d}\left(\gamma^{g^{d-1}}\right)=1 \tag{8}
\end{equation*}
$$

The following Lemmas 1-3 are needed to prove Theorem 1.
By definition, put $D_{j, i}=\left\{g^{i+t d} x^{j-i}: t=0,1, \ldots e / d-1\right\}$, where $j, i=0,1, \ldots, d-1$.
Lemma 1. Let the symbols be the same as before.
For $i, j=0,1, \ldots, d-1$ and $k=1,2, \ldots, p q-1$ we have

$$
\sum_{u \in D_{j, i}} \alpha^{k u}=S_{d}\left(\beta^{a k g^{j}}\right) T_{d}\left(\gamma^{b k g^{i}}\right)
$$

Proof. By (5), definitions of $D_{j, i}$ and $x$ we have $\sum_{u \in D_{j, i}} \alpha^{k u}=\sum_{t=0}^{e / d-1} \beta^{a k g^{j+d t}} \gamma^{b k g^{i+d t}}$. By definition $\operatorname{gcd}(p-1, q-1)=d$, then $Z_{e / d} \cong Z_{(p-1) / d} \times Z_{(q-1) / d}$ relatively to isomorphism $\varphi(a)=(a \bmod (p-1) / d), a \bmod (q-1) / d)[12]$. Hence $\sum_{u \in D_{j, i}} \alpha^{k u}=\sum_{v \in D_{j}^{(p)}} \beta^{a k v} \sum_{w \in D_{i}^{(q)}} \gamma^{b k w}$. Application of (7) concludes the proof of Lemma 1.

Lemma 2. Let the symbols be the same as before.
For $i=0,1, \ldots, d-1$ and $k=1,2, \ldots, p q-1$ we have

$$
\sum_{u \in P_{i}} \alpha^{k u}=T_{d}\left(\gamma^{k g^{i}}\right)
$$

Proof. By definition of $P_{i}$ we have $\sum_{u \in P_{i}} \alpha^{k u}=\sum_{v \in D_{i}^{(q)}} \alpha^{k p v}$. Using (7) and definition $\gamma=\alpha^{p}$, we obtain $\sum_{v \in D_{i}^{(q)}} \alpha^{k p v}=T_{d}\left(\gamma^{k g^{i}}\right)$. Lemma 2 is proved.

Lemma 3 can be shown in a similar way.
Lemma 3. Let the symbols be the same as before.
For $j=0,1, \ldots, d-1$ and $k=1,2, \ldots, p q-1$ we have

$$
\sum_{u \in Q_{j}} \alpha^{k u}=S_{d}\left(\beta^{k g^{j}}\right)
$$

Now we can prove the basic theorem about the linkage of the linear complexity of Ding-Helleseth-generalized cyclotomic sequences with the values of the polynomials of the classical sequences.

Theorem 1. Let the symbols be the same as before.
If $k=1,2, \ldots, p q-1$, then

$$
S\left(\alpha^{k}\right)=\sum_{i=d / 2}^{d-1}\left(T_{d}\left(\gamma^{k g^{i-i n d} g_{g}^{(q)} p}\right) \delta+T_{d}\left(\gamma^{k g^{i}}\right)+S_{d}\left(\beta^{k g^{i}}\right)\right)
$$

where

$$
\delta= \begin{cases}1, & \text { if } k \not \equiv 0(\bmod p) \\ 0, & \text { if } k \equiv 0(\bmod p)\end{cases}
$$

Proof. By definition of the sequence $s^{\infty}$ we have

$$
\begin{equation*}
S\left(\alpha^{k}\right)=\sum_{i=d / 2}^{d-1}\left(\sum_{u \in D_{i}} \alpha^{k u}+\sum_{u \in P_{i}} \alpha^{k u}+\sum_{u \in Q_{i}} \alpha^{k u}\right) \tag{9}
\end{equation*}
$$

We consider the first item of this sum. By definition $D_{i}=\bigcup_{j=0}^{d-1} D_{j, i}$, hence $\sum_{u \in D_{i}} \alpha^{k u}=\sum_{j=0}^{d-1}\left(\sum_{t \in D_{j, i}} \alpha^{k t}\right)$, then by Lemma 1 we have $\sum_{u \in D_{i}} \alpha^{k u}=\sum_{j=0}^{d-1} S_{d}\left(\beta^{k a g^{j}}\right) T_{d}\left(\gamma^{k b g^{i}}\right)$.

If $k \not \equiv 0(\bmod p)$, then from ( 8 ) we obtain $\sum_{f=0}^{d-1} S_{d}\left(\beta^{k a g^{f}}\right)=1$. Yet, if $k \equiv 0(\bmod p)$, then $\sum_{f=0}^{d-1} S_{d}\left(\beta^{k a g^{f}}\right)=p-1$ and $p-1 \equiv 0(\bmod 2)$. Thus, the first item of ( 9 ) is equal to $\delta \sum_{i=d / 2}^{d-1} T_{d}\left(\gamma^{k b g^{i}}\right)$.

The sum of the second and the third items is $\sum_{i=d / 2}^{d-1}\left(T_{d}\left(\gamma^{k g^{i}}\right)+S_{d}\left(\beta^{k g^{i}}\right)\right.$ by Lemmas 2 and 3. Application of (6) concludes the proof of Theorem 1

To sum up, we can note, that by Theorem 1, the computation of the values of the sequence polynomial $S(x)$ and, therefore, the computation of the linear complexity of the sequence $s^{\infty}$ turns into the computation of the values $S_{d}(x)$ and $T_{d}(x)$ for cyclotomic classes members.

By Theorem 1, for fixed $j$ and $i$, the values of $S\left(\alpha^{k}\right)$ are the same for all $k \in D_{j, i}$; for fixed $i$, the values of $S\left(\alpha^{k}\right)$ are same for all $k \in P_{i}$; for fixed $i$, the values of $S\left(\alpha^{k}\right)$ are same for all $k \in Q_{i}$. Then the matrix $\mathbf{S}=\left(s_{i j}\right)$ of order $d+1$ is well defined, where $s_{j i}=S\left(\alpha^{k}\right)$, if $k \in D_{j, i}$ and $s_{d j}=S\left(\alpha^{k}\right)$, if $k \in P_{j} ; s_{i d}=S\left(\alpha^{k}\right)$, if $k \in Q_{i} ; i, j=0,1, \ldots, d-1, s_{d d}=S(1)$. Let us note that in order to compute the linear complexity of sequences $s^{\infty}$ and $m(x)$ it suffices to define the zero elements of the matrix $\mathbf{S}$.

Additionally we note that Theorem 1 also allows to evaluate the linear complexity of the sequence $s^{\infty}$ as it was done in [18].

Later on, for the convenience of computations of the matrix $\mathbf{S}$ we introduce the following notations:

$$
\begin{aligned}
& \mathbf{S}_{d}(x)=\left(S_{d}(x), S_{d}\left(x^{g}\right), \ldots, S_{d}\left(x^{g^{d-1}}\right), S_{d}(1)\right), \\
& \mathbf{T}_{d}(x)=\left(T_{d}(x), T_{d}\left(x^{g}\right), \ldots, T_{d}\left(x^{g^{d-1}}\right), T_{d}(1)\right) .
\end{aligned}
$$

Let $\mathbf{A}_{d}(x)=\sum_{i=d / 2}^{d-1} \mathbf{S}_{d}\left(x^{g^{i}}\right)$ and $\mathbf{B}_{d}(x)=\sum_{i=d / 2}^{d-1} \mathbf{T}_{d}\left(x^{g^{i}}\right)$.
Then immediately from Theorem 1 we obtain the following:
Lemma 4. Let the symbols be the same as before. Then we have

$$
\mathbf{S}=\left(\begin{array}{llll}
1 & \ldots & 1 & 0
\end{array}\right)^{T} \boldsymbol{B}_{d}\left(\begin{array}{l}
\left.\gamma^{g^{-i n d d_{g}()_{p}}}\right)+\left(\begin{array}{llll}
1 & 1 & \ldots & 1
\end{array}\right)^{T} \boldsymbol{B}_{d}(\gamma)+\boldsymbol{A}_{d}^{T}(\beta)\left(\begin{array}{lll}
1 & \ldots & 1
\end{array}\right), ~ \tag{10}
\end{array}\right.
$$

where $\mathbf{A}^{T}$ is a transposed matrix $\mathbf{A}$.
The method of computation $\mathbf{S}_{d}(\beta)$ and $\mathbf{T}_{d}(\gamma)$ by using explicit formulas for computation of cyclotomic numbers was proposed in [9, 10]. Using Theorem 1 in the next sections we will obtain new results of the linear complexity of Ding-Helleseth-generalized sequences of order four and six.

## 3. The Linear Complexity and the Minimal Polynomial of D-GCS 4

For $d=4$ there is an expansion $p=x^{2}+4 y^{2}$, where $x, y$ are integers and $x \equiv 1(\bmod 4)$ [12]. In [9] the values of the polynomial $S_{4}(\beta)\left(T_{4}(\gamma)\right)$ are computed depending on $x, y$.

Let $\left(\frac{2}{p}\right)_{4}$ and $\left(\frac{2}{p}\right)_{2}$ denote the symbols of the 4 th residues and 2 th residues of $p$ respectively. The following Lemma 5 is needed to prove Theorem 2.

Lemma 5. Let the symbols be the same as before.
(i) If $\left(\frac{2}{p}\right)_{4}=1$, then $\mathbf{A}_{4}(\beta)=(0,0,1,1,0)$ or $\mathbf{A}_{4}(\beta)=(1,1,0,0,0)$.
(ii) If $\left(\frac{2}{p}\right)_{2}=1$ and $\left(\frac{2}{p}\right)_{4} \neq 1$, then $\mathbf{A}_{4}(\beta)=(\mu, \mu+1, \mu+1, \mu, 0)$, where $\mu$ meets the rule $\mu^{2}+\mu+1=0$.
(iii) If $\left(\frac{2}{p}\right)_{2} \neq 1$, then $\mathbf{A}_{4}(\beta)=\left(\eta, \eta^{2}, \eta^{4}, \eta^{8}, 0\right)$ or $\mathbf{A}_{4}(\beta)=\left(\eta, \eta^{8}, \eta^{4}, \eta^{2}, 0\right)$, where $\eta$ meets the condition $\eta^{4}+\eta+1=0$.

Proof. By definition $\mathbf{A}_{4}(\beta)=\mathbf{S}_{4}\left(\beta^{g^{2}}\right)+\mathbf{S}_{4}\left(\beta^{g^{3}}\right)$. Consequently, to prove Lemma 5 it is sufficient to give the values of $\boldsymbol{S}_{4}(\beta)$ for each option.
(i) If $\left(\frac{2}{p}\right)_{4}=1$, then $y \equiv 0(\bmod 4)$ [12]. In this case, by [9] we have $S_{4}(\beta)=(1,1,0,1,0)$ for $x \equiv 5(\bmod 8)$ or $\mathbf{S}_{4}(\beta)=(1,0,0,0,0)$ for $x \equiv 1(\bmod 8)$.
(ii) If $\left(\frac{2}{p}\right)_{2}=1$ and $\left(\frac{2}{p}\right)_{4} \neq 1$, then $\mathbf{S}_{4}(\beta)=(\mu, 0, \mu+1,0,0)$ for $x \equiv 5(\bmod 8)$ or $\mathbf{S}_{4}(\beta)=(\mu, 1, \mu+1,1,0)$ for $x \equiv 1(\bmod 8)$, where $\mu$ meets the rule $\mu^{2}+\mu+1=0$ [9].
(iii) If $\left(\frac{2}{p}\right)_{2} \neq 1$, then $\mathbf{S}_{4}(\beta)=\left(\zeta, \zeta^{2}, \zeta^{4}, \zeta^{8}, 1\right)$ or $\mathbf{S}_{4}(\beta)=\left(\zeta, \zeta^{8}, \zeta^{4}, \zeta^{2}, 1\right)$, where $\zeta$ meets the condition $\zeta^{8}+\zeta^{4}+\zeta^{2}+\zeta+1=0$. In this case $\eta=\zeta^{4}+\zeta^{8}$ or $\eta=\zeta^{4}+\zeta^{2}$ [9].

After summing of we obtain the statement of Lemma 5 for all cases.
If $\left(\frac{2}{p}\right)_{4}=1$ or $\left(\frac{2}{q}\right)_{4}=1$, then by Lemmas $2,3 S\left(\alpha^{q}\right) \in\{0,1\}, S\left(\alpha^{p}\right) \in\{0,1\}$ [9]. We can change $\alpha$ and without loss of generality assume that $S\left(\alpha^{q}\right)=S\left(\alpha^{q g}\right)=0$, if $\left(\frac{2}{p}\right)_{4}=1$ and $S\left(\alpha^{p}\right)=S\left(\alpha^{p g}\right)=0$, if $\left(\frac{2}{q}\right)_{4}=1$.

Let $D_{i}(x)=\prod_{i \in D_{i}}\left(x-\alpha^{i}\right), P_{i}(x)=\prod_{i \in P_{i}}\left(x-\alpha^{i}\right)$ and $Q_{i}(x)=\prod_{i \in Q_{i}}\left(x-\alpha^{i}\right) ; i=0,1,2,3$.
Theorem 2. Let the symbols be the same as before.
(i) If $\left(\frac{p}{q}\right)_{2}=1$ and $\left(\frac{2}{p}\right)_{4}=1$, then $L\left(s^{\infty}\right)=q(p+1) / 2-1$, $m(x)=\left(x^{p q}-1\right) /\left((x-1) D_{0}(x) D_{1}(x) Q_{0}(x) Q_{1}(x)\right)$.
(ii) If $\left(\frac{p}{q}\right)_{2} \neq 1$ and $\left(\frac{2}{p}\right)_{4}=1$, then $L\left(s^{\infty}\right)=p q-(p+1) / 2$, $m(x)=\left(x^{p q}-1\right) /\left((x-1) Q_{0}(x) Q_{1}(x)\right)$.
(iii) If $\left(\frac{2}{q}\right)_{4}=1$, then $L\left(s^{\infty}\right)=p q-(q+1) / 2, m(x)=\left(x^{p q}-1\right)\left((x-1) P_{0}(x) P_{1}(x)\right)$.
(iv) $\operatorname{If}\left(\frac{2}{p}\right)_{4} \neq 1$ and $\left(\frac{2}{q}\right)_{4} \neq 1$, then $L\left(s^{\infty}\right)=p q-1, m(x)=\left(x^{p q}-1\right) /(x-1)$.

Proof. We will employ Theorem 2 to determine the values of the matrix $\mathbf{S}$.
(i) By assumption $\operatorname{gcd}(p-1, q-1)=4$, consequently $\left(\frac{2}{q}\right)_{2} \neq 1$ for $\left(\frac{2}{p}\right)_{4}=1$ [12]. In this case by Lemma 6 we have $\mathbf{A}_{4}(\beta)=(0,0,1,1,0)$ or $\mathbf{A}_{4}(\beta)=(1,1,0,0,0)$ and $\mathbf{B}_{4}(\gamma)=\left(\eta, \eta^{2}, \eta^{4}, \eta^{8}, 0\right)$ or $\mathbf{B}_{4}(\gamma)=\left(\eta, \eta^{8}, \eta^{4}, \eta^{2}, 0\right)$.
Now, if $\left(\frac{p}{q}\right)_{2}=1$, then $\operatorname{ind} d_{g}^{(q)} p \equiv 0(\bmod 4)$ or $\operatorname{ind} d_{g}^{(q)} p \equiv 2(\bmod 4)$. In the first case $\mathbf{B}_{d}\left(\gamma^{g^{-i n d_{g}^{(q)} p}}\right)+\mathbf{B}_{d}(\gamma)=(0,0,0,0,0,0)$ and in the second case $\mathbf{B}_{d}\left(\gamma^{g^{-i n d_{g}^{(q)} p}}\right)+\mathbf{B}_{d}(\gamma)=(1,1,1,1,0)$. Thus, by Lemma 5 we can deduce that the first two rows of the matrix $S$ consist of zeros, also $s_{44}=0$, and all other entries are non-zero. Hence,

$$
\left|\left\{j \mid S\left(\alpha^{j}\right)=0, j=0,1, \ldots, N-1\right\}\right|=2\left|D_{i}\right|+2\left|Q_{i}\right|+1=q(p-1) / 2+1
$$

and by (3) $L\left(s^{\infty}\right)=q(p+1) / 2-1$. From (1) we have

$$
m(x)=\left(x^{p q}-1\right) /\left((x-1) D_{0}(x) D_{1}(x) Q_{0}(x) Q_{1}(x)\right)
$$

by the choice of $\alpha$.
(ii) In this case the expressions for $\mathbf{A}_{4}(\beta)$ and $\mathbf{B}_{4}(\gamma)$ are the same as in (1), but when $\left(\frac{p}{q}\right)_{2} \neq$ 1 we have $\operatorname{ind} d_{g}^{(q)} p \equiv 1(\bmod 4)$ or $\operatorname{ind} d_{g}^{(q)} p \equiv 3(\bmod 4)$. Hence
$\mathbf{B}_{d}\left(\gamma^{g^{-i n d} d^{(q)} p}\right)+\mathbf{B}_{d}(\gamma)=\left(b_{0}, b_{1}, b_{2}, b_{3}, 0\right)$ and $b_{j} \neq 0, b_{j} \neq 1$ for $j=1,2,3,4$. Then by Lemma 4 we have $s_{04}=s_{14}=s_{44}=0$, and all other entries of $\mathbf{S}$ are non-zero. Therefore, $\left|\left\{j \mid S\left(\alpha^{j}\right)=0, j=0,1, \ldots, N-1\right\}\right|=2\left|Q_{i}\right|+1=(p+1) / 2$. From (1) and (3), it follows that $L\left(s^{\infty}\right)=p q-(p+1) / 2$ and $m(x)=\left(x^{p q}-1\right) /\left((x-1) Q_{0}(x) Q_{1}(x)\right)$.

Statements of (iii) and (iv) can be proved in the same way.
From Theorem 2 we can obtain that if $\left(\frac{2}{p}\right)_{4}=1$, then the linear complexity of D-GCS 4 depends on value $\left(\frac{p}{q}\right)_{2}$. For example, if $p=73, q=5$ or $p=73, q=101$, then $\left(\frac{73}{5}\right)_{2} \neq 1$ and $\left(\frac{73}{101}\right)_{2} \neq 1$, hence $L\left(s^{\infty}\right)=p q-(p+1) / 2=328$ or $L\left(s^{\infty}\right)=7336$, respectively. Yet, if $p=89, q=5$ or $p=73, q=173$, then $\left(\frac{89}{5}\right)_{2}=1$ and $\left(\frac{73}{173}\right)_{2}=1$ hence $L\left(s^{\infty}\right)=q(p+1) / 2-1=224$ or $L\left(s^{\infty}\right)=6400$ respectively. These facts can be easily obtained by means of calculation of the linear complexity of D-GCS 4 using, for example, the Berlekamp-Massey algorithm [14]. Thus, Theorem 2 from [19] is not true.

## 4. The Linear Complexity of D-GCS 6

Let $d=6$, the values of the polynomial $S_{6}(\beta)\left(T_{6}(\gamma)\right)$ are computed in [9]. Similar to the proof of Theorem 2, we can prove the following Theorem 3.

Theorem 3. Let the symbols be the same as before.
(i) If $\left(\frac{2}{p}\right)_{6}=1$ and $\left(\frac{2}{q}\right)_{6}=1$, then $L\left(s^{\infty}\right)=(p q+1) / 2-\Delta$;
(ii) If $\left(\frac{2}{p}\right)_{6}=1 ;\left(\frac{2}{q}\right)_{6} \neq 1$ and $\left(\frac{p}{q}\right)_{3}=1$ or $\left(\frac{2}{p}\right)_{6}=1 ;\left(\frac{2}{q}\right)_{3}=1$ and $\left(\frac{2}{q}\right)_{2} \neq 1 ;\left(\frac{p}{q}\right)_{3} \neq 1$, then $L\left(s^{\infty}\right)=(p+1) q / 2-\Delta$, where $\Delta=\left\{\begin{array}{ll}1, & \text { if } S(1)=0, \\ 0, & \text { otherwise }\end{array} ;\right.$
(iii) If $\left(\frac{2}{p}\right)_{6}=1 ;\left(\frac{2}{q}\right)_{3} \neq 1$ and $\left(\frac{p}{q}\right)_{3} \neq 1$ then $L\left(s^{\infty}\right)=p q-(p-1) / 2-\Delta$;
(iv) If $\left(\frac{2}{q}\right)_{6}=1$ and $\left(\frac{2}{p}\right)_{6} \neq 1$ then $L\left(s^{\infty}\right)=p q-(q-1) / 2-\Delta$;
(v) If $\left(\frac{2}{p}\right)_{2}=1 ;\left(\frac{2}{p}\right)_{3} \neq 1 ;\left(\frac{2}{q}\right)_{3} \neq 1$ and $\left(\frac{p}{q}\right)_{3} \neq 1$, then $L\left(s^{\infty}\right)=p q-(p-1)(q-1) / 6-\Delta$;
(vi) If conditions (i)-(v) are not true, then $L\left(s^{\infty}\right)=p q-\Delta$.

Also we can obtain the minimal polynomial of $\mathrm{DCS}_{6}$. Additionally we can note that for the case of (ii) the linear complexity of $\mathrm{D}-\mathrm{GCS}_{6}$ does not depend on the value $\left(\frac{p}{q}\right)_{3}$, but for the minimal polynomial this is not the case.

Our examples $p=31, q=127 ; p=31, q=19$ or $p=31, q=43 ; p=31, q=7$; $p=7, q=31 ; p=7, q=79 ; p=13, q=7$ shows that all the cases of Theorem 3 are possible.

## 5. Conclusion

For additive stream ciphering, the linear span of the keystream sequence must be large enough. This paper shows that almost all Ding-Helleseth-generalized cyclotomic sequences of order four or six with period $p q$ have high linear complexity and almost ideal balance property. Long periods can also be obtained easily.
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## Appendix

Let as in [19] $S_{j(j+1)}^{Q}=\sum_{i \in Q_{j} \cup Q_{j+1}} \alpha^{i}$ and $S_{j(j+1)}^{P D}=\sum_{i \in P_{j} \cup P_{j+1} \cup D_{j} \cup D_{j+1}} \alpha^{i}$ Then $S(\alpha)=S_{23}^{Q}+S_{23}^{P D}$ and the values of $S\left(\alpha^{k}\right)$ are given in Table 1 [19]. In particular, authors argue that $S\left(\alpha^{k}\right)=S_{23}^{Q}+S_{23}^{P D}+1$, if $k \in D_{2}$ and $k(\bmod \mathrm{p}) \in D_{0}^{(p)}$. We argue that this is not true.

By definition we have

$$
S\left(\alpha^{k}\right)=\left(\sum_{i \in Q_{2}}+\sum_{i \in Q_{3}}+\sum_{i \in P_{2}}+\sum_{i \in P_{3}}+\sum_{i \in D_{2}}+\sum_{i \in D_{3}}\right) \alpha^{k i}
$$

or

$$
S\left(\alpha^{k}\right)=\left(\sum_{j \in k Q_{2}}+\sum_{j \in k Q_{3}}+\sum_{j \in k P_{2}}+\sum_{j \in k P_{3}}+\sum_{j \in k D_{2}}+\sum_{j \in k D_{3}}\right) \alpha^{j} .
$$

If $k \in D_{2}$ and $k(\bmod p) \in D_{0}^{(p)}$, then by Lemma 2 [19] we have $k Q_{2}=Q_{2} ; k Q_{3}=Q_{3}$; $k P_{2}=P_{0} ; k P_{3}=P_{1} ; k D_{2}=D_{0} ; k D_{3}=D_{1}$, hence $S\left(\alpha^{k}\right)=S_{23}^{Q}+S_{01}^{P D}$.

By Lemma 3 [19] we note that $\sum_{i \in P_{0} \cup P_{1}} \alpha^{i}=\sum_{i \in P_{2} \cup P_{3}} \alpha^{i}+1$ and $\sum_{i \in D_{0} \cup D_{1}} \alpha^{i}=\sum_{i \in D_{2} \bigcup D_{3}} \alpha^{i}+1$, then $S\left(\alpha^{k}\right)=S_{23}^{Q}+S_{23}^{P D}$.

The other errors in the Table can be shown in the same way. It is easy to test for $p=5$, $q=13$.

The technical errors in Lemma 4 led to wrong results in Lemma 7. If $2 \in D_{1}$ and $2(\bmod p) \in D_{0}^{(p)}$, then $4 \in D_{2}, 4(\bmod p) \in D_{0}^{(p)}$ and $S\left(\alpha^{4}\right)=S^{4}(\alpha)=S(\alpha)$. In [19] $S\left(\alpha^{4}\right)=S^{4}(\alpha)=S(\alpha)+1$ and authors draw a conclusion that $S(\alpha) \notin\{0,1\}$. This is not true. Thus, proof of the main theorems in [19] is not complete.


[^0]:    *Corresponding author.
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