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Abstract. In this paper, we consider the initial boundary value problem for a viscoelastic wave
equation with nonlinear boundary damping and internal source terms. We first prove the exis-
tence of global weak solutions by the combination of Galerkin approximation, potential well and
monotonicity-compactness methods. Then, we give an explicit decay rate estimate of the energy
by making use of the perturbed energy method. Finally, the finite time blow up result of the
solutions is investigated under certain assumptions on the relaxation function g and initial data.
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1. Introduction

We are concerned with the following initial boundary value problem of the viscoelastic
wave equation with nonlinear boundary damping and internal source terms

Jug|P~ gy — Au+ fgg(t —s5)Au(s)ds = |ulPtu, in Q x (0,00),
( t) =0, onFOX(O 00),

fo t—s (s)ds + |ug]9tuy = 0, on Ty x (0, 00),
2.0) = w0f) ut<x,o>—u1< ) req.

(1.1)

where p,p,q > 1, and () is a bounded domain of R™ with a smooth boundary I'. Let
{Tg,T1} be a partition of its boundary T' such that ' = Ty U Ty, ToNT; = @ and
meas(I'g) > 0. Here, v is the unit outward normal to I, and g represents the kernel of
memory term, namely the relaxation function, satisfying certain conditions to be specified
later.
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It is well known that viscoelastic materials present nature damping, which is due to
some special properties of these materials to keep memory of their past trace. From
the mathematical point of view, these damping effects are modeled by integro-differential
operators. This type of equations with viscoelastic term describes a variety of important
physical processes, such as the analysis of heat conduction in viscoelastic materials, electric
signals in nonlinear telegraph line with nonlinear damping, viscous flow in viscoelastic
materials [1], vibration of nonlinear elastic rod with viscosity [2], nonlinear bidirectional
shallow water waves [3], and the velocity evolution of ion-acoustic waves in a collision less
plasma when a ion viscosity is invoked [4] and so on.

For the nonlinear viscoelastic wave equations with homogeneous Dirichlet boundary
condition, many authors have given attention to them for quite a long time. There are
extensive literature on the existence or nonexistence of global solutions, blow up results in
finite time, and the asymptotic behavior of the solutions for this type of problems. Berrimi
and Messaoudi [5] considered the following nonlinear viscoelastic wave equation

t
ug — Au —|—/ g(t — s)Au(s)ds = ululP~2, in Q x (0, 00), (1.2)
0

in a bounded domain and p > 2. They established a local existence result and showed

that the local solution is global and decays uniformly if the initial data are small enough.

Kim and Han [6] proved that any weak solution with negative initial energy blows up in

finite time under suitable conditions on the relaxation function g for the equation (1.2).
In [7], Wang et al. studied the following nonlinear viscoelastic wave equation

t
uy — Au +/ g(t — 8)Au(s)ds +up = ululP™2, in Q x (0,00). (1.3)
0

Under some appropriate assumptions on g, by introducing potential wells they obtained the
existence of global solution and the explicit exponential energy decay estimates. Later,
Wang [8] proved that solution with arbitrary positive initial energy blows up in finite
time under some appropriate assumptions on the relaxation function g and the initial
data. Messaoudi [9] changed the linear damping term w; into the nonlinear damping term
aug|us|™ 2. Under suitable conditions on g, he proved that the solution with negative
initial energy blows up in finite time. This blow up result was extended by the same
author [10] to certain solution with positive initial energy.

Song and Zhong [11] considered the nonlinear viscoelastic wave equation with strong
damping term

t
up — Au +/ g(t — 8)Au(s)ds — Aug = ululP~2, in Q x (0,00), (1.4)
0

with homogeneous Dirichlet boundary condition. They proved that the solution with
positive initial energy blows up in finite time.

In [12], Han and Wang studied the general decay of energy for the following nonlinear
viscoelastic equation without source term

t
u — Au +/ g(t — 8)Au(s)ds — Aug + uglug] ™2 = 0, in Q x (0,00). (1.5)
0
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More recently, Xu, Yang and Liu [13] investigated the following strongly damped vis-
coelastic wave equation

t
uy — Au +/ g(t — 8)Au(s)ds — Aug — Auy +up = ululP~L, in Q x (0,00).  (1.6)
0

They proved the existence and nonexistence of global weak solution with low initial energy
by introducing a family of potential wells. Then, they established a blow up result for
certain solutions with arbitrary positive initial energy.

Messaoudi and Tatar [14] considered the following nonlinear viscoelastic equation

t
|ug|Pu — Au +/ g(t — s)Au(s)ds — Aug = bu|ulP~, in Q x (0, 00), (1.7)
0

with Dirichlet boundary condition. By using the potential well method, they proved
that the viscoelastic term is enough to ensure the global existence and uniform decay of
solutions provided that the initial data are in same stable set. Liu [15] proved that for
certain class of relaxation function g and certain initial data in the unstable set, there are
the solutions with positive initial energy that blow up in finite time.

Cavalcanti et al. [16] considered the following nonlinear viscoelastic equation without
source and weak damping terms

t
|ug|Puw — Au +/ g(t — s)Au(s)ds — yAuy — Auy =0, in Q x (0,00). (1.8)
0

They obtained the global existence of weak solution and uniform decay rates of the energy
by assuming that the relaxation g has a exponential decay.

In [17], Wu studied the following viscoelastic equation with nonlinear source and weak
damping terms

¢
lug|Puy — Au — Auy +/ g(t — 8)Au(s)ds + |ug|™uy = [ulP" u, in Q x (0,00). (1.9)
0

He discussed the general uniform decay estimate of solution energy under suitable condi-
tions on the relaxation function g, the initial data and the parameters p, m, p.

We also note that the potential well method is a very popular and important way
to study the global existence and finite time blow up of solutions for nonlinear evolution
equations. This method was first introduced by Sattinger [26] to study the global existence
of solutions for nonlinear hyperbolic equations. And it also plays a very vital role in
deriving the threshold results between the global existence and nonexistence of solutions.
Hence, the potential well method has been widely used and extended by many authors to
study different kinds of evolution equations, we refer the reader to see [25,27-29] and the
papers cited therein.

For the viscoelastic equation with nonlinear boundary condition, there are also some
results about the well-posedness for this type of problems. We refer readers to see [18]-
[22] and the papers cited therein. In [18]-[20], the initial boundary value problem of the
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viscoelastic equation with a nonlinear boundary damping term

ug — Au + f(fg(t —s)Au(s)ds =0, in Q x (0,00),
( t) =0, onFOX(O 00),
fo (t — s)%%(s)ds + h(u) =0, on Ty x (0,00),
(x70) - UO( )> ut(x70) - ul( )7 T € Q,

(1.10)

was studied. Cavalcanti et al. [18] obtained a global existence result for strong and
weak solutions under the classical assumptions on ¢g. Some uniform decay rate results
were established under quite restrictive assumptions on both the damping term h and
the relaxation function g. Later, Cavalcanti et al. [19] studied the problem (1.10) under
weaker conditions on the relaxation function g and without imposing a growth assumption
on the function h. They obtained the decay rate estimates of the energy depending on the
behavior of h near zero and on the behavior of the relaxation g at infinity. For a wider
class of relaxation function g and without imposing any restrictive growth assumptions on
the damping term h, Messaoudi and Mustafa [20] also established an explicit and general
decay rate result for the problem (1.10).

Lu et al. [21] considered the following initial boundary value problem of the viscoelastic
wave equation with nonlinear boundary damping and source terms

up — Au + fg g(t —s)Au(s)ds =0, in 2 x (0,00),
(a: t)—O, onI‘OX (0, 00),
fo (8)ds + ug|ug|™ "2 = ululP~2, on I'y x (0,00),
(x,()) = uo( ), ut(:z:,()) =uy(z), = el

(1.11)

They obtained the global existence of solution and a general decay of the energy under
some appropriate assumptions on the function g and certain initial data. In [22], Liu and
Yu first extended the decay result obtained by Lu et al. Then, they established two blow
up results: one is for certain solutions with nonpositive initial energy as well as positive
initial energy in the case m > 2, the other is for certain solutions with arbitrary positive
initial energy in the case m = 2.

Motivated by the above researches, in the present work we consider the viscoelastic
wave equation with internal nonlinear terms |u;|°~uy, |u[P~'u and boundary nonlinear
damping term |u|9 'u;. First of all, we prove the existence of global weak solutions by
the combination of Galerkin approximation, potential well and monotonicity-compactness
methods. Then, we give an explicit decay rate estimate of the energy by making use of the
perturbed energy method introduced by Cavalcanti et al.[16,18,23], Messaoudi and Tatar
[14,24] and Liu [22] coupled with some technical Lemmas. Finally, the finite time blow up
result of the solutions is investigated under certain assumptions on the relaxation function
g and initial data.

The rest of this paper is organized as follows: In Section 2, we give some preliminaries
and state our main results. The proof of the existence of global weak solutions and an
exponential decay result will be given in Sections 3 and 4. In the last Section, we investigate
the finite time blow up result of solutions under certain conditions.
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2. Preliminaries

In order to state our results precisely, we first give some notations, basic definitions
and important Lemmas which will be needed in the course of this paper.

Let ©Q be a bounded open domain of R” with a smooth boundary I". We consider
m(z) =z — xo (2o is a fixed point of R™), and introduce a partition of the boundary I"
such that

IFp={zel: mx) v(z)<0}, Ti={zel: m(z) v(x)>0}.

We define some inner products and norms

(u,v):/ﬂu(m)v(m)dm, (u,v)r, :/Fl u(x)v(x)dT,

Jullz = / (@) Pdz, |l = / u(@)PdT,  [ulls = esssup u()|
Q I e

and the Hilbert space
Hi (@) ={ue H(Q)|u=0 on Tp}.

Since T'g has positive (n — 1) dimensional Lebesgue measure, by Poincaré inequality, we
can endow H%O (©) with the equivalent norm Hu||H% = [|Vul|2 (see [25] for details).
0

Now, we state the general hypotheses.
(A1) The relaxation function g: [0,00) — (0,00) is a C* function satisfying

Jgit)<0, b=1- /Ooog(s)ds <1 /0 g(s)ds = (t).

(A2) There exists a positive differentiable function £(¢) such that

g'(t) < =&(t)g(t), t>0,

and for some positive constant k, £(¢) satisfies

gwlgh () <0, Vt>0.

§(t)
(A3) We also assume that
2
l<p<ooif n<2 1<p<™2if n>3
n—
l<g<oo if n<2, 1<qg< if n>3.
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Next, we shall define some functionals and study their some basic properties which are
related with potential well.
Firstly, let us consider the functionals

B() = — gl + 50— [ o)) Vel + 500 Va0 - —lulzf @)
5w =51~ [ )ds) IVall + 500 Vu)t) = — (2.2
1) = (1= [ a(s)ds)[Vul} + (9.0 Vaote) = ulf 3, (23)

where (g o Vu)(t fo (t — 9)[IVu(t) — Vu(s)||3ds, V u € Hf ().

Lemma 1. Let the assumptions (Al), (A3) hold, then for any u € H%O (Q), HuHH% # 0,
it follows that ’

(1) imy o+ J(Au) =0, limy400 J(Au) = —00;

(2) On the interval 0 < X < oo, there exists a unique \* = \*(u) such that

aj()\u) ‘)\:)\* = O,

(3) J(Au) is increasing on 0 < X\ < X*, decreasing on \* < \ < 0o, and takes the mazimum
at A = \%;

(4) I(Au) >0 for 0 < X< X*, I(Au) <0 for \* < X < oo, and I(A*u) =0.

Proof. (1) From the definition of the functional (2.2), we have

L 2 2, 1y A b
T0u) = SUOXVall + 59 0 Tu)(t) — 2l
Hence, the conclusion holds.
(2) The conclusion follows from
d
- Q) = N[ Vull3 + Mg o Vu)(t) - Wlallpiy = (2.4)

(3) From the conclusion of (2), we can easily get

d
%J()\u)>0 for 0 <\ < \¥, aJ()\u)SO, for ¥ <\ < 0.

(4) The conclusion follows from

d
I(a) = NI@)[Vull3 + X (g 0 Va) () = Wlulpiy = A

P+l = A0y J(Au). (2.5)
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Then, for t > 0, we define

d(t) = inf sup J(Au 2.6
Q ueHy, (Q)\{O}{A>% ( )} (2:6)

In fact (see [26,27] for details), d(t) is positive and equal to

inf  J(u). 2.7
I(u)lzrt),u;ﬁ(] (U) ( )

Lemma 2. Let the assumptions (Al), (A3) hold, then for allt € [0,00), we have

0<d<d(t) < dlu) =supJ (), (2.8)
A>0
~ 1
where d = 2%;_11)(35 1)2%1, and B,11 is the optimal constant satisfying the Sobolev in-

equality |[ullpr1 < Bpy1||Vulla.

Proof.  From the definition of d(t), we get d(t) < d = supy~¢ J(Au). By the Sobolev
inequality, it follows that

1 1 1 )
J0w) = SNV + 5 (g0 VAn)® - — a7t}
1
> SV Aulf ~ ﬁBﬁiiHVAuH%“- (2.9)
Here, we define the function h()) = £bA? — mBﬁill)\pH A > 0. By the direct com-

putation, we deduce that h is increasmg for 0 < A < Ay, decreasing for A > A\; and

1
A= (Bpﬁ)z’*l is the absolute maximum point of h such that
P

d=h(\) = (

By the combination of (2.9) and the definition of d, it follows that d = h(\) < J(\u).
Moreover, from the definition of d(t), we have d < inf,c i1 @)\ (o) {supyso J(Au)} = d(t).
0

The proof is completed.

To obtain the results of this paper, we will construct the potential wells associated
with the functionals J(u) and I(u). Next, let us introduce the stable and unstable sets:

W = {ue H{ (Q) I(w) >0, J(u) < d} U{0}, (2.10)
and
V= {ue H ()] I(u) <0, J(u) < d}. (2.11)

For simplicity, we define the weak solutions of (1.1) over the interval Q x [0,7T"), but it
is to be understood that T is either infinity or the limit of the existence interval.
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Definition 1. We say that u(x,t) is called a weak solution of the problem (1.1) on the in-
terval Qx[0,T). Ifu € L*®(0,T; Hf, (Q)) withu; € L>(0,T; LPT(Q))NLIH (0, T; LIy )
satisfy the following conditions

(i) For any v € Hf, (Q) N LY (T 1) N LAYHQ) and a.e 0 <t < T, such that

t

1 t
= (Jue|P g, v) +/ bl(u,v)d8+/ ba(u,v)ds
p 0 0

t t
1
- / (‘U|P—1u,v)d8 +/ (|Ut|q_1ut,v)p1d5 = 7(‘u1|p_1ula ’U), (2'12)
0 0 P
where

b1 (u,v) = (Vu, Vv),

bo(, v) = —(/Osg(s — F)Vu(r)dr, Vo):

(i1) w(x,0) =uo(x) in Hp (Q), ui(z,0)=wu(z) in LFHH(Q) N LIT(Ty).
(ii7) The following energy inequality holds

B(t) < B(0), (2.13)
forany 0 <t <T.

The following Lemma is similar to the Lemmas of [28,29] with slight modification.

Lemma 3. Let the assumptions (A1), (A3) hold and u be a solution of problem (1.1).

Further assume that ug(x) € HE (), ui(x) € LPT(Q) N LITHTy), we have

(1) If E(0) < d, I(ug) > 0 or Hu0||H1£ =0, then the solution u(t) € W for allt € [0,T);
0

(2) If E(0) < d, I(ug) < 0, then the solution u(t) € V for all t € [0,T).
Proof. (1) Let u be any solution of problem (1.1) with E(0) < d and I(ug) > 0 or
luollzy = 0. If fluol[ gz =0, then ug(x) € W. If I(ug) > 0, from the inequality
0 0

|51 + J (uo) = E(0) < d, (2.14)

p+1

we have ug(z) € W.

We prove u(t) € W for 0 < t < T. Arguing by contradiction and considering the time
continuity of I(u), we suppose that there exists a time ¢y € (0,7") such that u(tg) € OW,
which means that I(u(tp)) = 0, HU(tO)HH%O #£ 0 or J(u(ty)) = d. From (2.13), it follows

that
e |PT1 + J(u) < E(0) <d, 0<t<T. (2.15)

p+1 p+1
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Thus, we see that J(u(ty)) # d. If I(u(ty)) = 0, HU(tO)HH% # 0, then by the definition of
0

d we have J(u(tg)) > d which contradicts (2.15). The proof of (1) is completed.

(2) Let u(t) be any solution of problem (1.1) with E(0) < d and I(ug) < 0. From (2.11)
we get that up(xz) € V. We prove u(t) € V for 0 < t < T. Arguing by contradiction,
we suppose that there exists a time ¢y € (0,7) such that u(tg) € OV which means that
I(u(tg)) = 0 or J(u(ty)) = d. Again (2.15) shows that J(u(to)) # d. If I(u(to)) = 0, then
by the definition of d we have J(u(t9)) > d which contradicts (2.15).

Lemma 4. Let the assumptions (A1), (A3) hold. For any fized positive number 8 < 1,
assume that I(ugp) < 0, E(0) < Bd, then we have I(u(t)) <0 for allt € [0,T) and

< Sl OITuE + (g0 V(0] < 5o [l (216)

Proof. Arguing by contradiction, we can get I(u(t)) < 0 for all ¢ € |
suppose this is not true, then there exist some ty € [0,T") such that I(u
I(u(t)) <0 for 0 <t < ty. Hence,

(OIVull3 + (g0 Va)(t) < Jullpty, 0<t<to. (2.17)

0,7). In fact,
(to)) = 0 and

From the definition of d, it follows that
p—1 b | ptl

d= 2(p + 1)(B§+1>p_
_ -1 [UBIVuE+ (g0 V)| 7
=2+ ) ulZ,s

p—1 { 1) Vull3 + (g 0 Vu)(t) }f”
(U

2041 | (1(6)|Vull3 + (g0 V) (1)) 757
b — 1 2
p— < . .
3 OIVul+ (g0 Va@), o<t <ty (2.18)
We deduce from (2.17) and (2.18) that
1
it > 225D ds 0 0<e<n (2.19)

Since t — Hu(t)Hﬁi} is continuous, from (2.19) we have

d< 2

Sy 0)|PT1 = J(u(to)). (2:20)

(

1)
This is impossible since J(u(to)) < E(tg) < E(0) < d. Hence, we obtain I(u(t)) < 0 for
all ¢ € [0,T"). Furthermore, from (2.18) again, we have

< S HOIVul§ + (g0 Vu(e)
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1
< Mnuﬂﬁﬁ, 0<t<T. (2.21)

2(p+1)

Thus, the proof is completed.

3. Existence of global weak solutions

In this section, we are going to obtain the existence of global weak solutions for the
problem (1.1) with the initial conditions E(0) < d and I(ug) > 0 or [uo|/zz = 0 by
0

the combination of Galerkin approximation, potential well and monotonicity-compactness
methods.

Theorem 5. Let the assumptions (A1), (A3) hold, ug(z) € H} (), ui(z) € LPHH(Q) N
LItY(Ty). Further assume that E(0) < d and I(ug) > 0 or HU()”H% = 0, then the problem
0

(1.1) admits a global weak solution satisfying
u € L>®(0,00; Hf (), w € L(0,00; LPT(Q)) N LI (0, 00; LITHTY)), u(t) € W

for 0 <t < oo, and the energy identity

B0+ [N ads =5 [ 6o vuis+ 5 [ oIVt = E0). (3)

holds for 0 <t < oo.

Remark 1. From (3.1), we can easily obtain

/(1) = a4, + 5o 0 Vu)(6) — S0 [Vut)3 <0 (32)

Proof. Let {w;(x)} be a complete orthogonal system in Hy, () N LT () N LAYHQ).
We suppose that the approximate weak solution u,, of the problem (1.1) can be written

m

U (t) = Y dpmj(t)wj(x), m=1,2,------ : (3.3)
j=1

According to Galerkin’s method, these coefficients d,,,; need to satisfy the following initial
value problem of nonlinear ordinary integro-differential equations

1 t t
AMW“%&W+AMWMW%+A®WWWMS
t t
—Awmwwmwm+4<%f%%wmw

1 _ .
:;<|U{m(0)‘p 1ul (O)awj)v J= 1727' e, Mm, (34)

m
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U (2,0) = Y dinj(0)wj(2) = uo(x), in Hf,(Q),
j=1
Zd z) = wi(x), in LPTH(Q)NLIHTY),

where

b1 (tm, w;) = (Vum, Vwj),

b (tiym, W) — —(/Osg(s )V (7)dr, V).

678

(3.5)

(3.6)

We will prove that the initial value problem (3.4)-(3.6) of the nonlinear integro-differential
equations have global weak solutions in the interval [0,00). Furthermore, we show that

the solutions of the problem (1.1) can be approximated by the functions ty,.

Now, differentiating (3.4) with respect to ¢, and multiplying the obtained equation by

d;nj(t), summing for j = 1,--- ,m, then we have

(e |~ i 03,) 01 (a3, ) - b2 (0, 103,) - (|7 5,050y = ([t P~ 2t w7,) (3.7)

By a direct calculation, it follows that

L ody o+t

(Wl ) =~ 73

’ITL7 m

1d
by (um, uby) = (Vt, V') =

=V 3
_ 1 d "
(st = 5 253,

and
bt 11l) = // (t — 8) Vit (5) Vit o () dsdl
- /Q /0 gt = 8)[Vit(5) — Vit ()] Vit o () dsdlz
- /Q /O gt — )V () V(1) s
:;/Q/Otg(t— 3)%[Vum(s) V(1) 2dsdz

(3.8)

(3.9)

(3.10)
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_3//}@_gdW%ﬁW@m
th// (t — 8)[Vum(s )—Vum(t)]std:L'
—// (t — $)[Vum(s )—Vum(t)]stdm

- 53 | 96 Tun 015 + 590V (O

Inserting (3.8)-(3.11) into (3.7), we have

1 d 1d t
gl 50 = [ a1 Tun ol

1d 1 od, o
+ 5@(9 o Vum)(t) manumnpﬂ

) 1 1
= L+ 560 V) (0) — 59O Tum(1)]3 <0,

which implies that

1 1
En(t) = =[5 41 + 509" 0 V) (1) = S9@Vum (1)]3 <0,

where
;
+1 2
En(t) = p+1H w1 + (1—l££ﬂ®d@HVUm@ﬂb
1 1 +1
+ 5(9 o Vup)(t) — mllumllﬁﬂ

1 .
= ﬁHu;nHZJrl + J(um), 0<t< 0.

679

(3.11)

(3.12)

(3.13)

(3.14)

From E(0) < d and I(ug) > 0 or HUOHH} = 0, it follows that ug(z) € W. Hence, we
0

obtain from (3.5) and (3.6) that E,,(0) < d, I(u(0)) > 0 and wu,,(0) € W for sufficiently
large m. In what follows, from the (3.14) and the arguments in the proof of Lemma 3 (1),

we can obtain u,,(t) € W for sufficiently large m and 0 < ¢ < oo such that

1 1 1
T (um) = UVl + 5 (g 0 Vum)(6) = —— [lumli1

p+1
p—1 1
b T3 + (90 V) ()] + = ()
p—1

LD Vumll3 + (g 0 Vum) (1)].

T 2(p+1)
By the combination of (3.13) and (3.15), we get

5+ S BNl + (0 V) (0] € Brnlt) < Eu0)

(3.15)

<d, (3.16)
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for sufficiently large m and 0 <t < oc.
Integrating (3.13) with respect to ¢, then we have

—+1
/ 164 d

1 t
- /0 (90 Vum)(s)ds — 5 /0 9 V()]s + Bun(0) (317)

Combining (3.16) and (3.17), we obtain
1 ) . —1 :
g [ s P OVl + (g0 V)] < En0) < . (3.15)

for sufficiently large m and 0 <t < oc.
From (3.18), we have

2p+1) -
() Vumll3 + (g 0 Vum)(t) < (;)_Jrl)d, 0<t< oo, (3.19)
lur 151 < (p+1)d, 0 <t < oo, (3.20)
! +1 7
/0 [up IF gads < d, 0 <t < oo (3.21)

Using the Sobolev inequality and (3.19), it follows that

2p+1) 5
w51 < Byl Vumll < Biﬂmd, 0<t<oo. (3.22)

Furthermore, by (3.20) and (3.22), we get

()] < IWll25) < (o + D, 0t < o0, (523
2p+1) 5\ T
_ 1 1 p 7
()| < g} < B (FP500) T 0o )

The estimates (3.19)-(3.24) permit us to obtain a subsequences of {u,,} which from now
on will be also denoted by {u,,} and functions u, x1, x2, x3 such that

U, — w in L°°(0, 00; Hllo (Q)) weakly star, m — oo, (3.25)
ul, — v’ in L°°(0,00; LPT1(Q)) weakly star, m — oo, (3.26)
lul |97l — x1 in L (0 o0; L (Fl)) weakly, m — o0, (3.27)
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+1
|t [P Y, — X2 i L°(0, 00; LPT(Q)) weakly star, m — oo, (3.28)
+1
ul 1Pl — 3 in L O,oo;LpT Q) weakly star, m — oo. (3.29)
m m

Since Hllo () < L%(Q) are compact(see [25] for details), we have, thanks to Aubin-Lions
theorem, that

U, — uw in L*(0, 00; L2(R)) strongly, m — oo, (3.30)
and consequently, making use of the Lemma 1.3 in [30], we deduce

1
[t [P i, — X2 = [u|P " u in L°°(0, oo; L%(Q)) weakly star, m — oco.  (3.31)

_1
From the trace Theorem and (3.25), we deduce that Bg—lj” € L*(0,00; Hp *(£2)), which
implies that

ou t ou ou t ou
/g1, _ _ZTm _ m _” S S
'y = = [t — )G s =~ [t = 9T )

_1
= [/|7 Y in L*(0, oo; Hp *(Q)) weakly star, m — oo. (3.32)
Combining (3.27) and the above convergence, we have
+1 +1
lul |97, — x1 = [/ |97 M in LqT(O,oo;LqT(Fl)) weakly, m — oo, (3.33)

Passing to the limit in (3.4) and making use of (3.25)-(3.27), (3.29), (3.31) and (3.33), we
obtain

1 t t
Oaw) + / b (1, w;)ds + / b (1, w;)ds
0 0

t t
1 _
[t s = [ Qs = =l w). @334

Since {wj(x)} is a basic of Hp () N LT(T1) N LPT(K), then for all ¢ > 0, multiplying
(3.34) by d,;(t), and summing for j =1, , then we have

1 t t
;(X:g,u,) —I—/ b1 (u, u')ds+/ bo(u,u')ds
0 0

t t
1
+/ (|u'q_1u',u’)p1ds—/ (s = (P, ). (3.35)
0 0

In what follows, multiplying (3.4) by d;nj(t), and summing for j = 1,--- ,m, then we
obtain

1 t t
) + /0 b (tts ) s + /0 (a7 e, )y ds
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t t
1
[t )s = [ (G s = S @, 0). ). (336)
0 0

Taking m — oo in (3.36), it follows that

1 t t
~— lim (|u;n|p_1u’m,u;n)+/ bl(u,u’)ds+/ (\u'|q_1u’,u’)p1ds
0

p m—r0o0 0
t t
/ 1, 1 —1 /
+/ ba(u,u')ds — / (JulP™ u,w')ds = —(Jur [P ug, u'). (3.37)
0 0 P
Combining (3.35) and (3.37), we deduce that

(I P~y ). (3.38)

(x3,u')

= lim

m—r0o0
On the other hand, utilizing the non-decreasing monotonicity of the function |s|?~1s,
s € R, we have

(Jtg [P~ ety — [P 4, gy, — 49) 2 0, (3.39)
for all ¢ € LP1(Q). Thus, we get from the inequality (3.39) that
(Jg P~ gy 00) + (1P 0 gy, = 00) < (i [P et ) (3.40)
Passing to the limit in (3.40) as m — oo, it follows that
(xs = [P, u’ — ) > 0. (3.41)

In order to prove x3 = |u/|°~tu/ from (3.41), we use the semi-continuity of the function
|s|P~1s, s € R ([30], Chapter 2). Let ¢ =« — p¢, u >0 and V ¢ € LPT1(Q), then

(s — o — gl (ol — ), 6) = 0. (3.42)
Passing to the limit in (3.42) as p — 0, we have
(x3 — [[P71, ) >0, Ve LPHQ). (3.43)
In a similar way, let ¥ = v/ — pu¢, u < 0 and V ¢ € LPTH(Q), then we obtain
(x3 — |/|P7 1, ) <0, Ve LPH(Q). (3.44)
From the combination of (3.43) and (3.44), we see that
X3 = [u'[P (3.45)

Next, we shall prove that u satisfies (2.13). From the discussion above, we obtain for
each fixed ¢ > 0 that

(g0 Vu)(t) = (g Vum)(?)]
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— | Otg(t _s) /Q Vu(s) — Vu(t)|dzds — /Otg(t ) /Q (Vitn(5) — Vit () *dds|
< [ ot = Tuls) = P () BIV(5) + Va5 s
[ a0 = 9)IV4(5) = Va5 [ Vt) + T 0]
+ /Otg(t — 8)[[Vu(s) + Vup(s)][2ds||[ Vu(t) — Vun(t) |2
+ /Otg(s)dSHVu(t) + Vum () |2l Vu(t) — Vur(t)]]2
<C Otg(t = 8)[[Vu(s) — Vum(s)|l2ds + C/Otg(s)dsﬂvu(t) — Vup(t)[2 =0,  (3.46)

as m — oo. Taking into account the nonlinear term of the functional J(u), we deduce

+1 +1
iy = lullprs

< 1 [ 0 Ot Ot |
Q

< (p+ Dllu+ Oty lum — ullps
< Cllum = ullp+1 = 0, (3.47)

as m — oo, where 0 < 6,, < 1. Hence, we have

. . 1 1
lim (90 Vun)(t) = (g0 Vu)(£), T |25} = 251, (3.48)

m— 00

From (3.5),(3.6), it follows that E,,(0) — E(0) as m — oo. Therefore, making use of
Fatou’s Lemma and (3.14), we deduce

I + Ul
< it 7+ 510 Vit ]
= lim inf[E, (1) + muumugi} - %(g o V()]
< i [Bn0) + a1 = 50 V) 0]
= B(0) + —lull} - %(g o Vu)(#). (3.49)

which yields (2.13). Thus, we obtain that u is a global weak solution of problem (1.1).
Then, making use of Lemma 3 (1) again, we get u(t) € W for 0 < ¢t < oo. Finally, taking
m — oo in (3.17), we deduce that the energy identity (3.1) also holds for 0 < ¢ < cc.
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4. Decay estimate

In this section, we shall prove the energy decay estimate of the global solutions obtained
in the previous section by making use of the perturbed energy method introduced by
Cavalcanti et al.[16,18,23], Messaoudi and Tatar [14,24] and Liu [22] coupled with some
new technical Lemmas.

Theorem 6. Let the assumptions (Al) — (A3) hold, up(x) € H%O(Q), ui(z) € LPHH(Q) N
LITY(Ty). Further assume that 1 < p < oo if n <2, 1< p <22 jfn >3, B(0) < d and
I(ug) > 0, then for each tg > 0, there exist two positive constants L and n such that the
solutions of the problem (1.1) satisfies

t
B(t) < Le Mo €@y 5 4

For this purpose, we introduce the functional
F(t)=ME(t)+e¥(t) + O(1), (4.1)

where €, M are positive constants which shall be determined later, and

U(t) = gl(;)/g\uﬂp_lutudaz, (4.2)

®(t) = _ES) /Q |Ut’p1ut/0 g(t — s)[u(t) — u(s)]dsdz. (4.3)

Remark 2. This functional was first introduced in [14] but choose £(t) = 1 and in [22,24]
for £(t) # 1. Here, we can choose ¢ sufficiently small and M sufficiently large (if needed)
in (4.1) so that F'(t) ~ E(t).

Firstly, we state several Lemmas to prove the decay rate estimate of the energy.

Lemma 7. Letu € L*>(0, oo;HllO(Q)) be the solution of (1.1) and E(0) < d, I(ug) > 0,
then we have

t Pl Ap+ DEO)\ T
/ </ g(t — s)[u(t) — u(s)]ds) dr < Bﬁii(l - b)p<(p+)(0)> (g o Vu)(t),(4.4)
o \Jo (p—1)b
where B, 1 is the optimal constant satisfying the Sobolev inequality ||u|,+1 < Bpt1||Vul|2.

Proof. From E(0) < d, I(ug) > 0 and Lemma 3 (1), we can obtain u(t) € W for
0 <t < 0o. Thus we have

1 1p+1 p—1 2
I + S OVl + (g0 V(o)
< et 2T ) Vul3 + (g0 V) ()] + —— I(w)
= p+ 1T 9(p41) 2 p+1
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p+1” N5+ T (w)
= E(t) < E(0) < d. (4.5)

Taking the Holder inequality and (4.5) into account, we have

tg(t — s)[u(t) — u(s)]ds pHdm
Q 0

' £ 1 p+1
:/Q</0 lg(t — )7+ [g(t — )] 77 [u(t) —u(s)]ds) dz
< (/0 Q(S)ds)ﬂ/o g(t_s)/g‘“(t)—U(S)Ipﬂdxds
< (-1t ))png_}/o olt — $)[Vult) — Vu(s)|| ds

< Bg_—:_—%( —b)° <W> M (g o Vu)(t). (4.6)

Lemma 8. For e > 0 is small enough and M > 0 is large enough, the inequality
C1F(t) < E(t) < CoF (t) (4.7)
holds for two positive constants C1 and Cs.

Proof. By using Young inequality, Sobolev embedding theorem and (4.5), we deduce

that
1 -1
]7 |ut\p upudx|

1l uellpi +

> p-|-1 ( +1) U p+1
BP+1

1 +1 1

< ol s Il
+1 P;
1 1, BiL 200+ DE(0)

< ———JJug|PH ] + =2 Vul|2. 4.8
< pHn i+ s (T =) IV (43)

From the Young inequality, (4.5) and lemma 5, we get that

E / P /O o(t — 8)[u(t) — u(s)]dsda]

g [ ([ ot o o) e
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1, Boh 4p+ DE©)\ T
< P Huthil + p(pp—l— 1 (1-0b)* <(p—1)b> (g o Vu)(t). (4.9)

Considering the expressions of F'(t), E(t), VU(t), ®(¢) and the conditions (A2), it follows
that

Bp+1 pTA
P < MB0)+ (o + o5 Jeolulptt + oo (2RS0T e wug
B (Mt DEOYT
+ ety (HEEREO) T g v
€ Bril o1
< MBW + (5 Ol + et (2 DO 7 o)
Bol (M0t DEOY T
T b)< (p—1)b ) §(0)(g © Vu)(?)
< G ) (4.10)
C1

and

BT e
PO 2 MBO) - (7 + 5 ez - o o (2R REO) T o vug

By A(p + DE©)) T

- ety (UREY) T e v
M 1 € 1
> |2 (s pﬂ)s(m]uutuzil

Mp-1b Byl (2(p+ 1)E e
[ 2(p+1) plp+ 1)< (p—1)b ) ]”V 1B
Mp-1 B (A DEONT,
[ 2p+1) Pt b)p< (p— 1) ) 5(0)} (90 Vu)(t)
- iE(t)’ (4.11)
Co

where € > 0 is small enough and M > 0 is large enough.

Lemma 9. Let the assumptions (A1)-(A3) hold and 1 < p < oo if n < 2,1 < p < 242
if n > 3. Furthermore assume that E(0) < d and I(ug) > 0, then the functional W (t)
% Jo |ug|P~Lugudx satisfies the following inequality

||w

71

/ 1 1 b o (p+1)E(0) kS
V(1) < [p + Wk}amutnzﬁ - [2 - S 1tBn (M>
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- g (2 EREO) T e wul + 1 e e v

1
FED Il + g SOl (4.12)

Proof. By using the equation of (1.1), we deduce that

V(1) = QH w4 gt /W tuyuda + &0 /w Lyude

:i))nutnzﬁ COIVul3+ &) [ ut)- [ gtt - 9)uts)isds

+E@lulnt + 5/())/Q\ut|f01utudx—g(t)/n g7 g (4.13)

From the Young inequality and the fact that fo s)ds < fo s)ds = 1 — b, we have

/QVu(t) -/0 g(t — s)Vu(s)dsdx

t 2
Il [ ([ = s)vuts) - Vu) + Futt)has ) do

< 5IVal+ 50+ | ( /Otga—s)\wt)rds)de
—1—5(1—1—71])/Q </Otg(t—s)\Vu(s)—Vu(t)]ds)de

IN

1 1 1 1
< SIVal + 50+ - P IVal + 50+ DA BlgeTVu©) @)
for any n > 0. We choose n = %, then (4.14) yields
t 2-b 1-b
Vu(t)- [ g(t—s)Vu(s)dsdr < THVUHQ + 7(9 o Vu)(t). (4.15)
Q 0

Applying the Young inequality, Holder inequality and (4.5), it is easy to see that

/ |ug| P uguda
Q

+1 +1
< bl < L5l + el
p=1
P i1 (2(p+ 1)E(0)> ? 2 1 p+1
< Vullg + ———|ju , 4.16
< L2t (PP IO T pvugg + Lzl (1.16)

for any o > 0. By the Young inequality, trace theorem and (4.5), it follows that

/ |1t |7 LugudD
I
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1
q+1 q+1
S H ullty g1+ (q —|—1)a”ut”F1’q+1
g=1
qo g1 2(p+1)E(0) 2 2 1 +1
< =Bl —5 ) IVulli+ el g 4.17
< q+1( US4 4D

where By is the optimal constant satisfying the inequality ||ullr, g+1 < Bg41||Vul2.
Inserting (4.15)-(4.17) into (4.13) and applying the conditions (A2), we deduce that

2-b 1-b
v = ":S)HWHZE — @)Vl + Tw)nwu% + €9 0 Tu) (1) + @ [lully

kB +(““”E(O)> IVl + —L e,

p+1 PR (p—1)b (¢+1a
q 1
1 1 1(2(p+1)E(0)
b el + 2 (2O T g

p—1

b o« EQO)) =
_ [1 N Wll)pak] () [luel577 — [2 - S ThBn (W)

2 1)E(0) ) 2 1-b
- g (2 DT T vt + L e e i
+ O + €Ol

Lemma 10. Let the assumptions (A1)-(A3) hold and 1 < p < oo ifn <2, 1< p < 55
zfn > 3. Furthermore assume that E(0) < d and I(ug) > 0, then the functional <I>( )
f | [P~ Ly fo (t — 8)[u(t) — u(s)]dsdx satisfies the following inequality

Hw

<I>’(t)§5[1+2(1—b)2 ] By 2“1 )2]£(t)HVuH§

+[pi1+p'f1 o ; }s()ﬂ t||,€ii [<2a+ 21 -)

BYL(1— by < (p+1)E(0) Bgi} (1—0b)1 ( (pH)E(O))q;
(p+1)8 (p—1)b T1)8 - 1)b

kB?TI(1—b
L (e ”fb(o)) ]a( ><gow><>+ﬁ5<t>rrut||%f,2+l
g(0)P B!

((p)+ p)+51( U ? - ) )(g'© Vu)(t). (4.18)

Proof. Applying the equation of (1.1) and integrating by parts, we deduce that

¥ (t) = —£(t) /Q e /O g(t — 8)[ut) — u(s)]dsdz
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0] O [ gt / (t — )[u(t) - u(s)]dsdz

_/ g~ /t (t = $)[ult) — u(s)]dsd
/ sds/|u!p+d$

/Vu / (t — 8)[Vu(t) — Vu(s)|dsdz

- t// t—sVusds/t (t — 8)[Vu(t) — Vu(s)|dsdz
—¢(0) [ Jup! / (t - 5)[u(t) - u(s))dsde

+&(t )/m |ug|9™ 1ut/0 g(t — $)[u(t) — u(s)]dsdl

_f’“)/ g~y /t (t — $)[ult) — u(s)]dsdz
Ot [ /6= sute) — u(s)dsda

_P/o g(s ds/Q|ut]p+1dx. (4.19)

From the Young inequality and Hélder inequality, for any > 0, we have

/ Vou(t / (t — 8)[Vu(t) — Vu(s)]dsdz < 6||Vul|3 + 147_6[)(9 o Vu)(t). (4.20)

By the calculation similar to (4.14), we get

—/ /t t — s)Vu(s)ds /tg(t — 5)[Vu(t) — Vu(s)]dsdzx

<5/ (/ (t — )[|Vu(s) — (t)y+m(t)uds)2dx

e ( /0 g(t — )| Vu(t <s>!ds)2dx

t 2
<ose o [ g<t_s>yw<s>—w<t>\ds) do +26(1 - b)? [Vl

<26+ 41 J(1 = b)(g 0 Vu)(t) + 26(1 — )2 V2. (4.21)

)
Using the Young inequality and Sobolev inequality, it follows that

/u|p ! / (t — $)[u(t) — u(s)]dsda
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< p+1H ”P+1—|— P+ 1) 5/ (/ (t —s)[u(t) —u(s)}ds)pﬂd:n

BV (1-b Ea
< 2 gt + e (A UEON T g,

Taking the Young inequality and trace theorem into account, we deduce

g g /0 gt — $)[u(t) — u(s)|dsdr

ry
t q+1
< Bl gy [ (] ottt u(ojas)ar
BIH(1-b Ea
< Ol + P (A DEON T o g,

Making use of the Young inequality and lemma 5, we have

_1/ Ut|p_1ut/ g(t — 8)[u(t) — u(s)]dsdx

< Sl s [ tg(t—s)[u(t)—u(s)]ds>p+1dx

B (1 - by =
ill w77 + ’;;}1 1)5) <4(Zz;_1)§b(0)> (g0 Va)(t).

Furthermore, similar calculation give that

_/ g~ lut/t 't = $)[ult) — uls)|dsde

< Dol o ([ e omo - o)

g(0 PBP+l &
ill eyt + ((p)Jrf;; <4(]z;_1)§b(0)> (—g o Vu)(2).

<

690

(4.22)

(4.23)

(4.24)

(4.25)

Finally, Inserting (4.20)-(4.25) into (4.19) and applying the conditions (A2), we can obtain

that the conclusion of Lemma holds.

Now, we are ready to give the proof of the Theorem 2.

Proof. Since the function g is positive, continuous and g(0) > 0, for any tg > 0 we

have

t to
/ g(s)ds > / g(s)ds =go >0, Vit>t.
0 0

(4.26)

Combining (4.1),(4.12),(4.18) and lemma 4, by a series of computations, we have that

1 k b oszp+%
F'(t) < ME'(t s — ptl 2 el
0 < ME @+ + E etz - e[y - 2
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2Ap+ DEO)T _9aBih (20 + DEO)) T ], 0o
(o) - () o

—b +
s €0 o Vu)t) + €Ol + =7

I +HB§’E<W>Z]£@)HWH§

5 ks Jla 1
+[P+1+p+1_ ot P } ()||Ut||p+1+[(25+25)(1—b)

By (L=b)" (4(p+ DE0)\ T | B =07 (4(p+ )E©)\ T
(p+1)é ( (p—1)b ) * (q7+ 1)0 ( (p—1)b >

+ i (MERZO) T e e va
gOPBY (4 + DEON T ¢6 "
SO (M VRO T i)y 0 Tu)(0 + L0l

Hb‘ akBZii<z<p+1>E<o>>”21 anZi%< <p+1>E<o>>q21]

+1
(Ot g1

1
+e

< —

= 2 p+1 U (p—1p g+1 \ (p—1p
i [1 Fa- e Lo <W) ] }su)nw%
F - eorsg (B0 g&(o)}(—g' 0 V) (1)
- {sl%b [(25+ 215)(1 —b) + B%lfl);) < (Zer_l)l];Eb(O))le

B (1-b) < <p+1>E<o>>q21 KBS (1 — by
(g+1)0 (p—1)b p(p+1)6

Ap+ DEO) T »
< (HEEDEO) 7 ettt o vaio + ol

1 q9 +1
_ {M - E(q T 1)a§(0) - (H_lf(o)}nut‘lq“l,qﬂ

9o 1 k J ko 1
s L

for all t > 3. At this point, we choose @ > 0 so small that

okBJLL (2(p+VE©O)\7 _ 0dBili (2p+ DE©O)\7
P (e e e

b
2 p+1
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When « is fixed, we choose € > 0 small enough so that lemma 9 holds and that

go(p + Do

TESire (4.29)

Once a and ¢ are fixed, we choose a positive constant  small enough such that

B ee)” - C)”

pBPt! b
—6 [1 +2(1-b)%+ . fll (2(12;_1)1];(0)) ] > 0, (4.30)

and

90 1 k ] [ b ko ]
— —c|-+ — + > 0. 4.31
p [P (p+1)pa p+1 p+1 (4.31)

Then, we pick M sufficiently large such that lemma 9 holds and that
M g(0)BI fa(p+ 1)EO0)\ T 1-b, 1
TS ot G0) - e gpu
Byi(1-b)r < (p+ 1>E<o>)"21 By (1-b)e ( (p+ 1>E<o>)
(p+1)é (p—1)b (¢+1)s (p—1)b

KBy (=) (4(p+ DE0)\ >
s o) e e

—b)

q—1
2

and
qo
q+1

&
(¢+ 1

Therefore, from the conditions (A2), we obtain that there exists a positive constant $; > 0
such that

£(0) — £(0) > 0. (4.33)

{M_ <0>"Bﬁﬁ<4<p+1>E<0)>9215<o>}< J o Vu)(t) - {1_6 [25+ )1 -)

2 plp+1)0 (p—1)b
Byli(1— by < (p+ 1>E<o>>”21 Byfi(1-b) (4 p+1)E(0) )
(p+1)0 (p—1)b (g+1)0 (p—1)b
KBS (1—b) (4(p+ 1)E(0)\ 7T
o+ 10 < (b= b > } }5“)(9 °Vu)lt)
> B1E(t) (g 0 V) (1) (4.34)

Combining (4.27)-(4.34), the definition of E(t) and lemma 8, we deduce that there exists
a positive constant S > 0 such that

F'(t) < =Bol(t)E(t) < —C1B2E(t)F(t), YVt > to. (4.35)
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A simple integration of (4.35) over (o, t), it follows that
F(t) < F(tg)e TP 80 gy > g0 (4.36)
Furthermore, by lemma 6 and (4.36), we obtain
B(t) < CaF(tg)e O Jig 800 _ pomnlig 66008 -y y 5 (4.37)

where L = CoF (tg) and n = C1832. This completes the proof.

5. Finite time blow up of the solutions

To prove the blow up result for certain solutions with nonpositive initial energy as well
as positive initial energy, we modified and improved the methods of [9,21].

Theorem 11. Let the assumptions (A1), (A3) hold. For any fixed positive number < 1,
assume that ug(z) € Hllo (), ui(x) € LPYH(Q) N LITYTy), and satisfy

I(ug) <0, E(0)< jd. (5.1)

Further assume that p < p and the relazation function g satisfies

oo — DA =8) =2 +2[(p-1)1-p8) -
[ oo < 2700 o+ 2= DA =) =o]
0 (=11 —=B)—7v+2>+1
where 0 < v < (p—1)(1 = B). Then, the solutions of problem (1.1) blows up in finite time,
that is, the mazimum existence time Tpqp of u(t) is finite and

(5.2)

. 1 1
lim (a2 + IVl + )25 = +oo. (5.3)

First of all, we introduce the following Lemma which will be needed in the course of
this section.

Lemma 12. Let the assumptions (A3) hold. Then there exists a positive constant C' > 1
depending on ) only such that

1
lullpy < CUIVul3 + i) (5.4)

for any u € H%O(Q) and 2 <s<p+1.

Now, we are ready to prove blow up result of the solutions for the problem (1.1).

Proof. In Lemma 3 (2), we have proved that if I(ug) < 0 then I(u) < 0 for any
t € [0, Tmax) in the case of E(0) < 8d. By contradiction, we assume that the solution of
problem (1.1) is global. Then, for any 7' > 0 we may consider functional 0 : [0,7] — R™
defined by

+1 +1
0(t) = luellpiy + [IVull3 + ullpi. (5.5)
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As 0(t) is continuous on [0, T, there exist 01,02 > 0 such that 6; < 0(t) < d2. First, we
set

N(t) = Bd — E(t) (5.6)
for all ¢t € [0, 7). Differentiating the identity (5.6) with respect to ¢, we have
N'(t) = ~E'(6) = w5, + 5ot Vult)
- ;/Q/Ot gt — 8)[Vu(s) — Vu(t)]*dsdz > 0. (5.7)
Hence
N(t) > N(0) = 8d — E(0) > 0. (5.8)

From the Lemma 4 and (2.1), it follows that

_ 1)
d P+l 5(17 p .
N(1) < B+ =l < (G + g (59)
for all ¢t € [0,T]. Next, we define
G(t) = N7 (1) + % / alue|? ugdz, ¥t e [0,7), (5.10)
Q
where 0 < € < 1 to be chosen later and
1 1
0<a<min{,}, (5.11)
p+1gq

which will be used later. Differentiating the identity (5.10) with respect to ¢ and using
equation (1.1), we obtain

Ly € _
@@%=ﬂ—0ﬂ7(ﬂNW%+ﬁWMﬁﬁ+dWMlmmw

- € +1 +1
Z(l—ﬂN'WﬂNﬁ%+jWN%¢—MVM@+dW%H

t
8/ Vu(t)/ g(t — 8)Vu(s)dsdr —e [ |ug|9  ugudl. (5.12)
Q 0 N1

Considering the relation

(b +1- N
B =~ p+1 +1 p+1l—v 2
=(p+1—7)8d— TH ||Z+1 - Tl(t)HVqu
p+l—v P+
2L vy + @) e (5.13)

2
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and Young inequality

t
/ Vu(t)/ g(t — s)[Vu(s) — Vu(t)|dsdz

_45/ s)ds||Vu(t) |2—|—§/ (t—ys) /|Vu Vu(t)|*dsdz, (5.14)
[ttt < Sl e (5.15)

where 7, &, u > 0 to be determined later, we get from (5.12) that
. -~ €
G'(t) = (1= AIN“T(ON'(0) + <(p+ 1= DN () — ep+ 1 = 1)+ =l

p+1-— p+1—7 p+1—7
+ETH w[f1 + L@ Vul)3 + e (g 0 Vu) (1)
p+1—7) 1 t 1
e g v Jully2s = ellFulf +2 | Vu(t) | gt = )Vus)dsda +elullyhy
TS 1

F17q+1 _|_ 1:“’ q ||utHF1,q+1

_ qg _a+1]
> (1= N0 = el + o+ 1= )N

p+1 p+1—vy

re| P -0 - ) [ gtsias| 19l

1 p+1 (p+1—7 ~
vels+ ] H mzﬁ [P e o v — e+ 1-)8d
+1 +1
+e +1HUH§+1 = Tllullfy g1 (5.16)

+1
As in [9], we take /qu = DN~7(t) for some large D to be specified later and if this is
substituted in (5.16), we have

q - p+1 1
6/ 2 (1= 0) = L D Vo Ol o+ |5 + 25Tl

+€[(p+1—7)N(t)—qD+_1 ) [l q+1:| —€(p+1—'7)65l

re|EEt oy - B2 41§> [ atsras| 19

1
5 lully1- (5.17)

Taking into account the Lemma 4, we deduce

+e{p+1_7—5} (g0 Vu)(®) +=2

1 1

—e(p+1-7)8d > —e(p+ DB(; - m)[l(t)HVUIlg + (g0 Vu)(t)]
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= =P Dy vul3 + (g0 vao)], (5.18)
From (5.5),(5.9) and trace Theorem, we get
Nl < (282 gl
< (Z = D2 gl
< (22 s (5.19)

Using the following inequality
1
A <z41<(14+)(2+5),0<60<1, Vz2>0, ¢>0,
S

and taking ¢ = N(0), then we have

Nt < (252 e k(g + 50 G20

where k =1+ ﬁ. Inserting (5.18) and (5.20) into (5.17), we obtain

q 1 p+1- 1
¢') 2 |1~ ) - < D]N <>uut||rlq+1+s[p+ 7 ]H w2t

+1
[ D77 (Bp—1) + 2\ ;1
1—~)— " 5, SN
+€_(p+ 7) q+1< 2(p+1) e+l N(®)
[p—1-v Bp—-1) p+l—-y Bp-1) 1 /t 5
. . . — d
+6_ 5 5 (— 5 +4£) i g(s)ds|||Vull3
p+1— -1
e p+2 'V_ﬂ(p2 )—§](goVu)(t)
: 94 D9 (Bp—1)+2\"! o1 +1
- "B 5, ke all?
+E_p+1 q+1< 2(p+1) g+l el
. 1 p+1-
= KN Ol e [+ Tl
+ KN (t) + Ks|lult] + K4||VUHz + K5(g o Vu)(t). (5.21)

Utilizing (5.2) and taking 0 < & < %2(1)_1) + 2_77, we have

POV VI o ROy [ +2—7+1>/0tg<8>d8>o, (5.22)
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where the positive constant v satisfies 0 < v < (p — 1)(1 — j).
At this point, we choose D large enough such that

D= (Blp—1)+2\7
—(p+1-—7) - BT >,

v D9 (B(p—1)+2\77 441 L
Ky = _ BI15,” k> 0.
ST p+1 q+1( 2(p+1) a+102” =

Once D is fixed, we pick ¢ small enough so that

Ki=(1—-0)—
1=(1-0) ]

and
G(O) = N7 (0) + / wols [P Vuyder > 0.
Q

Thus, we have

G'(t) = en[N(8) + luell 51+ [Val3 + (g 0 Va) () + [lullp 1] =

for some small number n > 0. Consequently, from (5.27) and (5.28) we obtain

G(t) > G(0) >0, t>0.

Now, by the Holder inequality and Sobolev inequality, we estimate

1
| / ulu Ve 7 < (el 53 Nl 5

< CHUtIIp+1 el

,Q/
< C(llut||p+1 + llull,35);
where % + é = 1. We choose ¢ = &ﬁgl_o)(> 1), then

¢ _ p+1
l—o  (p+1)(1-0)=p

By using lemma 9 and (5.31), then (5.30) becomes

_ - 1 1
\/QUIUtIP g = < C (53 + [IVull3 + [lulB1).

Hence, combining (5.10) and (5.32) , we deduce that

% 1— 0' p—1
G (t) = (N /|ut| wudz) =7

697

(5.24)

(5.25)

(5.26)

(5.27)

(5.28)

(5.29)

(5.30)

(5.31)

(5.32)
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1 1
< O(N@) + lluellyfs + 1Vul3 + [lullyi)- (5.33)
By the combination of (5.28) and (5.33), we obtain
G'(t) > QGT= (1), Vtelo,T], (5.34)

where @) is a positive constant depending only on C and en.
A simple integration of (5.34) over (0,t), it follows that

o 1
Gi-s(t) > vitel0,T]. 5.35
()— G_O—/(l_o-)(o)_QO_t/(l_o_)7 [ Y } ( )
This shows that G(t) blows up in finite time
N l—-0
"< -7 (5.36)

- GU/l—U(O)QO-'
Furthermore, we have from (5.33) that there exists a finite time 7% € (0,7) such that

. +1 +1
i (Va3 + ) = +oe
_> *

which contradicts Tihax = 0o0. Hence, the solutions of the problem (1.1) blows up in finite
time.

Remark 3. Noting that from

1 —1 1
P+1 p v 2 I <
— gy + 5——<[[Vuollz + | (uo)

1
p+1 —E
p+1 2(p + 1) = pHHmeH + J(up) = E(0), (5.37)

we see that if E(0) < 0, then I(up) > 0 is impossible. If E(0) = 0, then either I(ug) > 0
or I(ug) = 0 with ||Vugl|3 # 0 is impossible. If 0 < E(0) < 8d (8d < d), it follows from
the definition of d that I(ug) = 0 with |[Vugl||3 # 0 is impossible. Otherwise, we have
J(ug) > d which contradicts (5.37). Thus, all possible cases already have been considered
in Theorems 1, 3.

From the discussion above in Sections 3, 5, a threshold result of global existence and
nonexistence of solutions for problem (1.1) has been obtained as follows.

Corollary 1. Let the assumptions p < p, (A1), (A3) and (5.2) hold. Further assume that
uo(x) € HY(Q), ui(x) € LPTY(Q)NLITYTY) and E(0) < Bd (Bd < d). Then problem (1.1)
admits a global weak solution provided I(ug) > 0 (includes ||Vupl|3 = 0); Problem (1.1)
dose not admit any global solutions provided I(ug) < 0.

Remark 4. In the above threshold result stated in Corollary 1, we see that the manifold
N={ue H%O(Q)‘ I(u) = 0} plays a key role as a borderline separating region of weak
solutions with the initial energy F(0) < Bd (ﬂcz < J) into two parts: the global existence
and finite time blow up of weak solutions for the problem (1.1).
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