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Abstract. The objective of the present study is to investigate the effectiveness of developing a fore-

casting model of a given nonstationary economic realization using a k− th moving average, a k− th

weighted moving average and a k− th exponential weighted moving average process. We create

a new nonstationary time series from the original realization using the three different weighted meth-

ods. Using real economic data we formulate the best ARIMA model and compare short term forecasting

results of the three proposed models with that of the classical ARIMA model.
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Preface

I personally first met Professor Granger when we were both invited in 1972 to the Inter-

national Symposium on “Mathematical Methods in Investment and Finance”, in Venice,

Italy. He lectured on “Empirical Studies of Capital Markets” and I on “Forecasting Models

from Nonstationary Time Series: Short-Term Predictability of Stocks”. I very much enjoyed

the time spent together and the most interesting and inspiring discussion we had on various

subjects related to the theme of the symposium. His truly outstanding contributions, espe-

cially in econometric nonlinear time series that were written with simplicity, applicability

and constructive interpretations, will reflect his legacy.
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1. Introduction

For the past forty years a significant amount of research efforts has been oriented in work-

ing with nonstationary time series especially for developing forecasting or predicting models

for a large variety of problems that our global society encounter, such as health research,

global warming, engineering, ecological, and educational, among others. We must recognize

the important works of Clive W. J. Granger and his co-workers [1]-[8], for their significant

contributions to the subject matter.

In the present study we review some basic concepts of time series that were recently in-

vestigated with Shou Hsing Shih, among others. [9]-[15]. Some other interesting references

on the subject matter are [16]-[23]. Starting with a nonstationary time series of a given phe-

nomenon, we analytically use a k− th moving average, a k− th weighted moving average

and k− th exponential moving average. We formulate the best possible ARIMA models for

short term forecasting for each of the new structured time series using the usual optimal pro-

cedures for a real stock price data from the Fortune 500 list. A residual analysis comparison

of these forecasting models is given. In addition, the classical best ARIMA model was also

developed for the subject data, and the results were compared with the proposed models that

we have introduced. In all cases the new models give better short term forecasting results

than the classical ARIMA model.

2. Basic Review

The autoregressive process of order p combined with a moving average process of order q

gives us the general ARIMA model of order (p,q). Since we usually work with nonstationary

realizations, we use a difference filter of order d to reduce the nonstationary time series into a

stationary format so that we can begin to develop our forecasting models. Thus, the common

notation is given by ARIMA (p, d ,q). For a given nonstationary time series {x t}, we introduce

the difference filter as

(1− B)d

where B j x t = x t− j, d being the degree of differencing of the series. Furthermore, we let π(B)

be the autoregressive operator that characterizes the behavior of the homogeneous nonsta-

tionary time series {x t}. Thus,

π(B)(x t − c) = π(B)x t

for any constant c, which implies that

π(B) = φ(B)(1− B)d

for d > 0, where φ(B) is stationary autoregressive operator. Hence, with the appropriate

d we reduce the nonstationary process into stationary. We can represent the autoregressive

integrated moving average model ARIMA (p, d ,q) as

φp(B)(1− B)d x t = θq(B)ǫt
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or

φp(B)(1−φ1B−φ2B2 − . . .−φpBp)

and

θq(B) = 1− θ1B − θ2B2 − . . .− θqBq,

where s and φ are the weighted operator of the model. This is the analytical format we follow

to develop the actual ARIMA models for real data.

A popular criterion in evaluating the best fit model for a given time series is Akaike’s,

information criteria (AIC) [24]. The smallest value of AIC is considered the best fit model

that results in the smallest average mean square error.

3. The k− th Moving Average Time Series Model

In time series analysis, the use for the k− th simple moving average is to usually smooth a

given time series. It can also be used in discovering short-term, long-term trends and seasonal

components of a given phenomenon. The k − th simple moving average process of a time

series {x t} is defined by

yt =
1

k

k−1∑

j=0

x t−k+1+ j (1)

where t = k, k+ 1, . . . , n.

It is clear that as k increases, the number of observations {yt}decreases and the series {x t}
gets closer and closer to the mean of the series {x t} as k increases. In addition, when k = n,

the series {yt} reduces to a single observation, and is equal to the true mean µ. On the other

hand, if we select a fairly small k, we can smooth the edges of the series without losing much

of the general information.

We proceed to develop the new model by transforming the original time series {x t} into

the new time series {yt} using (1). We begin the process of reducing the new time series,

usually nonstationary, to stationary time series by selecting the appropriate differencing filter.

We then proceed with the model building procedure to develop the best fit time series model,

using the criteria of AIC to make our selection.

Once we have developed the forecasting model for the new time series {yt}, we proceed

to forecast values of {yt} and proceed to apply the back-shift operator to obtain estimates of

the original phenomenon {x t}, that is,

x̂ t = k ŷt − x t−1 − x t−2− . . .− x t−k+1. (2)

We can summarize the process of developing the subject model as follows:

1. Transforming the original time series {x t} into {x t} by using (1).

2. Check for stationarity of the series {x t}by determining the order of differencing d ,

where d = 0,1,2, . . . according to the KPSS test, until we achieve stationarity.

3. Deciding the order m of process. For our case, we let m = 5 where p+ q = m.
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4. After (d , m) has been selected, listing all possible set of (p,q) for p+ q ≤ m.

5. For each set of (p,q), estimating the parameters of each model, that is,

φ1,φ2, ...φp,θ1,θ2, ...,θq .

6. Compute the AIC for each model, and choose one with the smallest AIC.

7. Solve the estimates of original time series by using (2).

We shall illustrate the subject model using the following application.

We consider the actual daily closing price of a stock A, from the New York Stock Exchange

for 500 days. The actual data is shown by Figure 1 below.

Figure 1: Daily Closing Prie for Stok A.
Given {x t}, n = 500 observations, we generate a new 3-day moving average time series

{yt}, using (1). Following the nine step procedure, we have identified the best model that

characterizes the behavior of the new time series {yt}, to be a combination of a second order

autoregressive process with a third order moving average process that required a first order

differencing filter. That is, ARIMA (2,1,3).

The resulting model is given by

(1− .8961B− .0605B2)(1− B)yt = (1+ .0056B− .0056B2− B3)ǫt .

Expanding the autoregressive operator and the first differencing filter, we have

(1− 1.8961B+ .8536B2+ .0605B3)yt = (1+ .0056B− .0056B2 − B3)ǫt .

The stationary model that estimated the new time series, {yt}, can be written as

ŷt = 1.8961yt−1− .8356yt−2− .0605yt−3+ .0056ǫt−1− .0056ǫt−2− ǫt−3.
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Figure 2: Comparison of 3-day Moving Average Model and the New Time Series.
Thus, for an estimating value of yt we can obtain an estimate of the original time series x t

using (2). A graphical comparison of the original time series with that of the 3-day moving

average model is shown by Figure 2. The proposed estimated model is quite close to the

original time series. The residual analysis supports the visual comparison. That is, the average

sample residual estimate is r̄ = 0.010, with a standard error of the residuals of 0.017.

Thus, having estimates of {yt} we can obtain estimates of the original{x t} using the de-

fined functional forms given by expression (2). These results will also be compared with the

classical ARIMA forecasting model.

4. The k− th Weighted Moving Average Time Series Model

The k − th weighted moving average process is also a good smoothing procedure. The

structure of it is slightly different from the simple moving average process. It puts more

weight on the most recent observation, and the weight consistently decreases up to the initial

observation. Also, it captures the original realized series better than the moving average

process. The subject model supports the fact that the recent observations should weigh more

than the initial ones. The k− th moving average process of a given time series {x t} is defined

as follows,

zt =
1

(1+ k)k/2

k−1∑

j=0

( j+ 1)x t−k+1+ j (3)

Where t = k, k+1, . . . , n. Similar to the moving average process, as k increases, the number of

realization of the series {zt} decreases, as k→ n. From (3) the new time series {zt} becomes

zt =
1

(1+ n)n/2

k−1∑

j=0

j x j. (4)
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For a small k, we can smooth the edges of the time series, and the new realization {zt} is

closer to the actual series{x t}.
Thus, we proceed using (3) to create the new time series {zt}, and we begin the process of

reducing the nonstationary time series to stationary and develop the best fit forecasting model

using the same criteria as in the previous proposed model.

Now, we begin the nine step procedure we discussed for the k− th moving average model

to obtain an estimate of the present model.

Using the developed model we can forecast values of {zt} and proceed to apply the back-

shift operator to obtain the estimates of the original realization{x t}, that is,

x̂ t =
[(1+ k)k/2]ẑt − (k− 1)x t−1− (k− 2)x t−2− ...− x t−k+1

k
. (5)

The usefulness of the k− th weighted moving average model will be illustrated for comparison

purposes with the same closing price of stock A from the New York Stock Exchange.

We shall use the same data as in the precious illustration to develop the proposed model.

Following the recommended procedure, the new nonlinear time series {zt}, best fits an ARIMA

(1,1,3). That is,

(1+ .9037B)(1− B)zt = (1+ 1.5084B− .08348B2+ .2456B3)ǫt .

Expanding the autoregressive operator and the differencing filter, we have

(1− .0927B− .9037B2)zt = (1+ 1.5048B+ .8348B2 + .2456B3)ǫt

or

ẑt = .0927zt−1+ .9073zt−2+ ǫi + 1.5084ǫt−1+ .8348ǫt−2+ .2456ǫt−3. (6)

Thus, the estimated time series model of the new time series {zt} is given by

ẑt = .0927zt−1+ .9073zt−2+ ǫi + 1.5084ǫt−1+ .8348ǫt−2+ .2456ǫt−3. (7)

Using equation (7) we obtain estimates of zt and proceed to use these estimates in expression

(5) to obtain estimates of the original time series of the closing price of stock A. A graph of the

actual data of {zt} with that estimated by the proposed model { x̂ t} is given below by Figure

3. Again, the present model fits quite well with the original observations. The average sample

residual is r̄ = 0.0087 with a sample residual standard error of 0.018. Thus, this proposed

model is slightly better than the previous model.

5. The k− th Exponential Weighted Moving Average Time Series Model

The k-days exponential weighted moving average process, in addition to what the previous

two models offer, instead of decreasing weight consistently as the weighted moving average

method does, it decreases the weight exponentially. That is, we put much more emphasis on

the most recent observations and we are not much concerned with the older observations.
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Figure 3: The Weighted 3-day Moving Average Model and New Time Series.
The k− th exponential weighted moving average process of a given time series {x t} is defined

by

νt =
1
∑k−1

j=0 (1−α)
j

k−1∑

j=0

(1−α)k− j−1 x t−k+1+ j (8)

where t = k, k + 1, . . . , n, and the smoothing factor α is defined as α = 2

k+1
. If we let k = n,

we have α = 2

n+1
. Moreover,
∑k−1

j=0 (1− α)
j reaches its maximum when k = 3, and it gets

closer and closer to 1 as k increases. As k increases, the number of observations of the new

time series {νt} decreases, and it eventually reduces to a single observation when k = n. As

k→ n, the time series {νt} becomes

νt =
1
∑n−1

j=0 (1−α)
j

n−1∑

j=0

(1−α)n− j−1 x j+1. (9)

It is clear that the exponential weighted moving average process weights heavily on the most

recent observation, and decreases the weight exponentially as time decreases. Also, if we

choose a fairly small k, we can smooth the edges of the time series, as {νt} would be fairly

close to the original time series.

As before, we proceed to develop this model by transforming the original time series {x t}
into the new time series{νt} by applying (8). After obtaining the new time series, usually

nonstationary, we follow the same procedure as previously stated to obtain the best possible

model for{νt}, by following the nine step procedure as in the first model. Having developed

an estimate of{ν̂t}we apply the back-shift operator to obtain estimates of the original phe-

nomenon {x t}, that is,

x̂ t =
ν̂t∑k−1

j=0 (1−α)
j
− (1−α)x t−1− (1−α)

2 x t−2 − . . .− (1−α)k−1 x t−k−1. (10)
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Again for comparison purposes we shall illustrate the development of the subject model using

the same data for stock A.

The best model of the newly generated time series {νt} is given by ARIMA (3,1,2), that

is, a third order autoregressive process combined with a second order moving average process

with a first differencing filter. The resulting model is given by

(1− .4766B− .9054B2)(1− B)νt = (1− .04362B− .0728B2− .9071B3)ǫt . (11)

Expanding the autoregressive operator in (4) and the differencing filter, we have

(1− 1.4766B− .4279B2 + .9045B3)νt = (1− .04362B− .0728B2− .9071B3)ǫt .

or

v̂t = 1.4766νt−1+ .4279νt−2− .9045νt−3+ ǫi − .4362ǫt−1− .0728ǫt−2− .9071ǫt−3.

The form of the actual estimates of ν̂t is given by

v̂t = 1.4766νt−1+ .4279νt−2− .9045νt−3+ ǫi − .4362ǫt−1− .0728ǫt−2− .9071ǫt−3. (12)

Using the above equation (12), we can obtain estimates of vt and proceed to use those es-

timates in expression (10) to obtain estimates of the original form of the data. A graphical

comparison of the original stock A with the corresponding estimates is given by Figure 4 be-

low. Again, the proposed model is quite close to the original realization of daily closing price

Figure 4: Comparison of the 3-day Exponential Weighted Moving Average Model and Original Time Series.
of Stock A. The residual analysis results is r̄ = 0.008 with residual standard error of 0.017.

This model seems to perform as well as the 3-day weighted moving average and slightly bet-

ter than the 3-day moving average forecasting model. A comparison with the classical ARIMA

model will be also given.
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6. Classical ARIMA Model

The best fit of the stock A closing price is ARIMA (0,1,2), a second order moving average

with a first difference filter. It can be written as

(1− B)x t = (1− 0.033B− 0.11B2)ǫt . (13)

Expanding the autoregressive operator and the difference filter, we have

x t − x t−1 = (1− 0.033B− 0.11B2)ǫt . (14)

The model for one day ahead forecasting time series of the closing price of stock A is given by

x t = x t−1− 0.033ǫt−1− 0.11ǫt−2. (15)

A graph of the forecasting value obtained using (15) with the original time series is given

below by Figure 5. Visually we cannot distinguish between the two graphs. However, the

Figure 5: Comparisons of Classial ARIMA Model and the Original Time Series.
average residual r̄ = 0.57 with a residual standard error of 0.35, is greater than the other

three proposed methods. Given in Table 1 is a summary of the residual analysis in comparison

of the proposed three models with the classical ARIMA process. Thus, we can conclude thatTable 1: Comparison of Mean and Standard Error of Residuals.
Mean Residual r̄ Residual Standard Error

3-day Moving ARIMA 0.010 0.017

3-day Weighted ARIMA 0.008 0.018

3-day Exponential Weighted ARIMA 0.008 0.017

Classical ARIMA 0.570 0.350

the 3-day average, 3-day weighted average and the 3-day exponential weighted average will

perform better than the classical ARIMA model.
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