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Abstract. The purpose of this short communication is to prove the following: Let \( R \) be a finite associative ring with unit. Then \( R \) is local if and only if \( |R| = p^m \) and \( |Z(R)| = p^n \) for some prime number \( p \) and integers \( 1 \leq n < m \). For the commutative case, this have been recently discovered by Behboodi and Beyranvand [1, Theorem 3]. We will also present yet another proof for the commutative case.
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1. Introduction

The purpose of this paper is to prove the following:

**Theorem 1.** Let \( R \) be a finite associative ring with unit. Then \( R \) is local if and only if \( |R| = p^m \) and \( |Z(R)| = p^n \) for some prime number \( p \) and integers \( 1 \leq n < m \).

This allows us to recognize local rings out of finite rings only by counting the number of elements in the ring and the number of zero divisors. This result is inspired by the corresponding result Behboodi and Beyranvand [1, Theorem 3, pp. 306–307] where \( R \) is assumed to be commutative.

More precisely, they proved the following:

**Theorem 2.** Let \( R \) be a finite commutative ring with unit. Then \( R \) is local if and only if \( |R| = p^m \) and \( |Z(R)| = p^n \) for some prime number \( p \) and integers \( 1 \leq n < m \).

We will also provide another proof for this theorem which differs both from the proof of Theorem 1 and the original proof presented in [1].
2. Preliminaries

Almost all the facts we require for the both proofs can be found in McDonald's monograph [4]. We use a different notation though, similar to the one used in [1].

The letter $R$ always denotes a finite associative ring with identity. An element $r \in R$ is said to be invertible if there exists $s \in R$ such that $rs = sr = 1$. The set of all invertible elements of $R$ forms a group denoted by $R^\times$. An element $r \in R$ is said to be a left (right, resp.) zero divisor if there exists $s \in R$ such that $sr = 0$ ($rs = 0$, resp.) and $r$ is said to be a two-sided zero divisor if it is both a left and a right zero divisor. The set of all zero divisors is denoted by $Z(R)$.

For $R$ a finite ring with identity, any zero divisor is a two-sided zero divisor and every element that is not a zero divisor is invertible (see Ganesan [2, Theorem 5, p.245]). Consequently,

(i) $|R^\times| = |R| - |Z(R)|$, and
(ii) If $R = R_1 \oplus \cdots \oplus R_t$ is a direct sum of rings, then $R^\times = R_1^\times \oplus \cdots \oplus R_t^\times$.

The symbol $J(R)$ denotes the Jacobson radical, or briefly the radical, of $R$, which can be equivalently defined as:

(a) the intersection of all left maximal ideals of $R$, or
(b) the intersection of all right maximal ideals of $R$, or
(c) the set of all elements $r \in R$ such that $1 + sr$ is invertible for every $s \in R$.

Consequently, $1 + J(R)$ is a subgroup of the group $R^\times$ of invertible element in $R$. A finite ring $R$ is semi-simple if and only if $J(R) = \{0\}$. For any finite ring $R$, the quotient ring $R/J(R)$ is semi-simple. A finite ring $R$ is local if and only if $R/J(R)$ is a finite field, called the residue field.

In 1969, Raghavendra [5] proved the following:

**Proposition 1.** Let $R$ be a finite ring with multiplicative identity $1 \neq 0$ and suppose that the set of zero divisors $Z(R)$ forms an additive group. Then

(i) $Z(R)$ is the Jacobson radical of $R$;
(ii) $|R| = p^n$, and $|J| = p^{(n-1)r}$ for some prime number $p$, and some positive integers $n, r$;
(iii) $Z(R)^n = \{0\}$;
(iv) the characteristic of the ring $R$ is $p^k$ for some integer $k$ with $1 \leq k \leq n$, where $p$ is the same prime number as in (ii); and
(v) if the characteristic of the ring $R$ is $p^n$ (i.e., the largest possible choice of $p^k$ in (iv)), then $R$ is commutative.

We also refer to Gilmer [3] where alternative proofs for some of these results can be found, as well as examples showing that all possible values of $n, r$ and $k$ in the above proposition already appear in the commutative case.
3. Proof of Theorem 1

In this section, we shall provide a proof for Theorem 1. This also provides a new proof for Theorem 2. Our idea is to reduce the statement to the case in which \( R \) is semi-simple. It is natural to replace \( R \) by \( R/\mathcal{J}(R) \) and the next lemma tells us that, if we do so, the hypotheses still hold for \( R/\mathcal{J}(R) \).

**Lemma 1.** Let \( p \) be a prime number, and let \( R \) be a finite ring with identity such that \( |R| = p^m \) and \( |Z(R)| = p^n \), for some \( 0 \leq n < m \), and let \( S := R/\mathcal{J}(R) \). Then, \( |S| = p^{m-k} \) and \( |Z(S)| = p^{n-k} \), where \( 0 \leq k \leq n \) is the integer determined by \( |\mathcal{J}(R)| = p^k \).

Let \( \pi : R \to S = R/\mathcal{J}(R) \) be the quotient map. Then the restriction \( \pi_{|_{R^\times}} : R^\times \to S^\times \) is a surjective group homomorphism. Since \( \ker \pi_{|_{R^\times}} = 1 + \mathcal{J}(R) \), we have that \( R^\times/(1 + \mathcal{J}(R)) \cong S^\times \). Consequently,

\[
|S^\times| = \frac{|R^\times|}{|1 + \mathcal{J}(R)|} = \frac{|R| - |Z(R)|}{|\mathcal{J}(R)|} = \frac{|R|}{|\mathcal{J}(R)|} - \frac{|Z(R)|}{|\mathcal{J}(R)|} = p^{m-k} - p^{n-k},
\]

which implies that \( |Z(S)| = |S| - |S^\times| = p^{n-k} \). This concludes the proof of the lemma.

Now we can prove Theorem 1. The forward direction follows from Proposition 1, \((ii)\). For the converse, let \( R \) be such that \( |R| = p^m \) and \( |Z(R)| = p^n \). Suppose first that \( \mathcal{J}(R) = \{0\} \). In this case, \( R \) is semi-simple and the Wedderburn-Artin theorem (cf. [4, Theorem VIII.4, pp.128–130]) asserts that \( R \) is a direct sum of full matrix rings over fields. More precisely, there exist finite fields \( \mathbb{F}_{q_1}, \ldots, \mathbb{F}_{q_t} \), having \( q_s = p^{d_s} \) elements, for every \( s = 1, \ldots, t \) and positive integers \( n_1, \ldots, n_t \), such that

\[
R = M_{n_1} (\mathbb{F}_{q_1}) \oplus \cdots \oplus M_{n_t} (\mathbb{F}_{q_t}) = R_{n_1, q_1} \oplus \cdots \oplus R_{n_t, q_t},
\]

where \( R_{n, q} := M_n(\mathbb{F}_q) \). Now clearly \( |M_n(\mathbb{F}_q)| = q^{n^2} \) and the group of invertible elements in \( M_n(\mathbb{F}_q) \) is the general linear group \( \text{GL}_n(\mathbb{F}_q) \) which has

\[
(q^n - 1)(q^n - q) \cdots (q^n - q^{n-1}) = q^{n(n-1)/2} \prod_{k=1}^{n}(q^k - 1)
\]

elements (cf. [4, Theorem VIII.19, p.156]). Since \( |R| = p^m \), we have that \( q_s = p^{d_s} \), for every \( s = 1, \ldots, t \) (that is, all the \( q_s \)'s are powers of the same prime) and the numbers \( d_s \) satisfy the equation \( m = \sum_{s=1}^{t} n_s^2 d_s \). Since \( R^\times = R_{n_1, q_1}^\times \oplus \cdots \oplus R_{n_t, q_t}^\times \), we have that

\[
|Z(R)| = |1| - \frac{|R^\times|}{|R|} = |R| - |R_{n_1, q_1}^\times| \times \cdots \times |R_{n_t, q_t}^\times| = p^m - \prod_{s=1}^{t} \left( q_{ns}^{(n_s)/2} \prod_{k=1}^{n_s}(q_s^k - 1) \right) = \prod_{s=1}^{t} q_{ns}^{n_s^2} - \left( \prod_{s=1}^{t} q_{ns}^{n_s^2} \right) \left( \prod_{s=1}^{t} q_{ns}^{n_s} - 1 \right)
\]

By Theorem VIII.19, we have

\[
|S^\times| = \frac{|R^\times|}{|1 + \mathcal{J}(R)|} = \frac{|R| - |Z(R)|}{|\mathcal{J}(R)|} = \frac{|R|}{|\mathcal{J}(R)|} - \frac{|Z(R)|}{|\mathcal{J}(R)|} = p^{m-k} - p^{n-k},
\]

which implies that \( |Z(S)| = |S| - |S^\times| = p^{n-k} \). This concludes the proof of the lemma.
that $S$ conclude that $\prod_{s=1}^{t} q_s^{n_s(n_s+1)/2} \left( \prod_{s=1}^{t} q_s^{n_s(n_s+1)/2} - \prod_{s=1}^{t} n_s \prod_{k=1}^{n_s} (q_s^k - 1) \right)$, and hence $|Z(R)|$ is a power of $p$ if and only if $\Delta := \prod_{s=1}^{t} q_s^{n_s(n_s+1)/2} - \prod_{s=1}^{t} n_s \prod_{k=1}^{n_s} (q_s^k - 1)$ is a power of $p$. Since $\Delta \equiv \pm 1 \mod p$, and $\Delta \neq 1$ unless $n_1 = \cdots = n_t = 1$, and $t = 1$, we conclude that $|Z(R)|$ is a power of $p$ if and only if $R = F_{q_1}$. For the general case, we have that $S = R/J(R)$ is semi-simple and, according to Lemma 1, both $|S|$ and $Z(S)$ are powers of $p$. Consequently, by applying the first part of the proof, $S$ is a field and hence $R$ is a local ring.

4. New Proof of Theorem 2

In this section, we shall provide a new proof for Theorem 2 based on the fact that, for the case in which $R$ is a finite commutative ring, the Jacobson radical $J(R)$ coincides with the ideal of all the nilpotent elements of the ring $R$.

Let $R$ be finite commutative ring with identity of order $|R| = p^m$ and having $|Z(R)| = p^n$ zero divisors. We want to prove that $R$ is local, for which it is enough to prove that $J(R) = J(R)$. Moreover, since $J(R) \subset Z(R)$, it is enough to prove that $|J(R)| = |Z(R)|$.

Since $|R^\times| = |R| - |Z(R)| = (p^m - 1)p^n$, and the integers $p^m - 1$ and $p^n$ are relatively prime, there exists a Sylow $p$-subgroup of $|R^\times|$, say $G$, having order $p^n$ (cf. Wielandt [6]). We claim that $G \subset 1 + J(R)$. Indeed, the characteristic of $R$ is a power of $p$, and in particular $p$ is nilpotent, so $p \in J(R)$. We have that $(a + b)^p = a^p + b^p + c$, where $c$ is nilpotent, whence $c \in J(R)$. Let $g \in G$ be an arbitrary element. Then $g^{p^n} = 1$ (because $p^n$ is the order of $G$). Hence we can conclude that $(g - 1)^p^n = g^{p^n} - 1 + d = d \in J(R)$ (even for the case $p = 2$ because $1 = -1 + p$) and so $g - 1 \in J(R)$ (because, if some power of $a \in R$ belongs to $J(R)$, then $a \in J(R)$). We have proved that $g \in 1 + J(R)$, for every $g \in G$, that is, $G \subset 1 + J(R)$, as claimed. Finally, $p^n = |G| \leq |1 + J(R)| = |J(R)| \leq |Z(R)| = p^n$ and hence $|J(R)| = p^n = |Z(R)|$, whence $J(R) = Z(R)$.

5. Final Remarks

Concerning the proof of Theorem 1, the present version of Wedderburn-Artin Theorem given by [4, Theorem VIII.4, pp.128–130], asserts that there exist finite fields $F_{q_1}, \ldots, F_{q_t}$ and some positive integers $n_1, \ldots, n_t$ such that

$$R = M_{n_1} \left( F_{q_1} \right) \oplus \cdots \oplus M_{n_t} \left( F_{q_t} \right).$$

The fact that $F_{q_s}$ has $q_s = p^{d_s}$ elements, for every $s = 1, \ldots, t$, is a consequence of two facts:

(i) $|M_{n_s} \left( F_{q_s} \right)|$ divides $|R|$ for every $s = 1, \ldots, t$, and

(ii) the assumption that $|R| = p^m$. 
Finally, we have that

\[ p^m = |R| = \left| M_{n_1} \left( \mathbb{F}_{q_1} \right) \right| \times \cdots \times \left| M_{n_t} \left( \mathbb{F}_{q_t} \right) \right| = \prod_{s=1}^{t} p^{n_s^2 d_s} \]

and hence we obtain the condition \( m = \sum_{s=1}^{t} n_s^2 d_s \).
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