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#### Abstract

The Dirac Delta function is usually used to express the discrete distribution of electric charges in electrostatic problems. The integration of the product of the Dirac Delta function and the Green functions can calculate the electric potential and the electric field. Using fractal calculus, characteristic function, $\chi_{C_{n}}(x)$, as an alternative for dirac delta function is used to describe Cantor set charge distribution which is typical example of a discrete set. In these cases we deal with $F^{\alpha}$-integration and $F^{\alpha}$-derivative of the product of characteristic function and function of staircase function, namely $f\left(S_{C_{n}}^{\alpha}(x)\right)$, which lead to calculation of electric potential and electric field. Recently, a calculus based fractals, called $\mathrm{F}^{\alpha}$-calculus, has been developed which involve $\mathrm{F}^{\alpha}$-integral and $\mathrm{F}^{\alpha}$-derivative, of orders $\alpha, 0<\alpha<1$, where $\alpha$ is dimension of $F$. In $\mathrm{F}^{\alpha}$-calculus the staircase function and characteristic function have special roles. Finally, using COMSOL Multiphysics software we solve ordinary Laplace's equation (not fractional) in the fractal region with Koch snowflake boundary which is non-differentiable fractal, and give their graphs for the three first iterations.
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## 1. Introduction

Different types of charge distributions can be expressed by using Dirac delta functions. Dirac delta function is in fact one kind of distribution that in one dimension, it is written as $\delta(x-a)$ which mathematically is improper function having the following properties
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[16, 18]:
1- $\delta(x-a)=0$ for $x \neq a$.
$2-\int \delta(x-a) d x=1$ if the region of integration includes $x=a$, and otherwise 0 .
In more than one dimension, we merely take products of delta functions in each dimension.

Example 1. 1- In spherical coordinates, a charge $Q$ uniformly distributed over a spherical shell of radius $R_{0}$ is

$$
\rho(r)=\frac{Q \delta\left(r-R_{0}\right)}{4 \pi r^{2}} .
$$

Example 2. 2- In cylindrical coordinates, a ring of charge $Q$ with radius a laying in the xy plane with its center at the origin is described with

$$
\lambda(\rho, z)=\frac{Q \delta(\rho-a) \delta(z)}{2 \pi \rho} .
$$

Example 3. 3- The same ring of charge $Q$ with radius a in spherical coordinates is described by

$$
\lambda(r, \theta)=\frac{Q \delta(r-a) \delta\left(\theta-\frac{\pi}{2}\right)}{2 \pi r^{2} \sin \theta} .
$$

In ordinary calculus, we deal with discontinuity, lack of continuity, in some points or intervals. There are also some situations where a derivative of a function fails to exist. Discontinuity and non-differentiability are two common problems in ordinary calculus. On the other hand, we observe fractals $[15,19]$ which are continuous or discontinuous, and usually nowhere differentiable.

Fractals are often so irregular that defining smooth, differentiable structures on them seem very difficult. In the past few years, the new calculus called $F^{\alpha}$-calculus or fractal calculus [10-12] have been introduced by Gangal, Parvate, and Satin. Unfortunately, applying the methods of ordinary calculus on fractals are powerless. They study "FokkerPlanck equation", "Langevin equation" on fractal curves [21, 22].

Using $F^{\alpha}$-calculus, Golmankhaneh and Fernandez define integrals and derivatives of functions on Cantor tartan spaces with different dimensions among with their related differential equations [1]. For example sub- and super- diffusion on Cantor sets which are totally disconnected fractals are appeared when one needs to relax the continuum requirement [4].

In $[10,11]$ a new calculus based on fractal subsets of the real line is formulated which involves an integral of order $\alpha, 0<\alpha<1$, called $F^{\alpha}$-integral and a derivative of order $\alpha, 0<\alpha<1$, called $F^{\alpha}$-derivative. This enables us to differentiate functions, like the Cantor staircase, "changing" only on a fractal set. The $F^{\alpha}$-derivative is local unlike the classical fractional derivative. They generalize their work in $\mathbf{R}^{n}$ [12] so that this time a new calculus on fractal curves, such as the von Koch curve, is formulated. A Riemann-like integral along a fractal curve $F$, called $F^{\alpha}$-integral, is defined where $\alpha$ is the dimension of $F$. A derivative along the fractal curve called $F^{\alpha}$-derivative, is also defined. Fractal calculus has found many applications in physics and engineering $[2,3,5-9,13,14,17,20]$.

Definition 1. [10] If $F$ is an $\alpha$-perfect set then the $F^{\alpha}$-derivative of $f$ at $x$ is

$$
\mathcal{D}_{F}^{\alpha}(f(x))=\left\{\begin{array}{ll}
F-\lim _{y \rightarrow x} \frac{f(y)-f(x)}{S_{F}^{\alpha}(y)-S_{F}^{\alpha}(x)} & \text { if } x \in F  \tag{1}\\
0 & \text { othervise }
\end{array}\right\}
$$

if limit exist. The $\alpha$-perfect sets are sets having properties necessary to define $F^{\alpha}$ derivative.

Like the first order derivative, the $F^{\alpha}$-derivative is a limit of a quotient. But here the limit is $F$-limit, and the denominator is the difference in the values of the staircase function $S_{F}^{\alpha}$ at two points. Moreover, intuitively speaking, $F$ is typically the set of change of the function, and $\alpha$ is typically the $\gamma$-dimension of $F$.

Theorem 1. [10] Let $F$ be such that $F \cap[a, b]$ is compact and $S_{F}^{\alpha}$ is finite on $[a, b]$. Let $f \in B(F)$, and $b>a$. If $f$ is $F$-continuous on $F \cap[a, b]$, then $f$ is $F^{\alpha}$-integrable on $[a, b]$ if supremum and infimum

$$
\begin{equation*}
\int_{\underline{a}}^{b} f(x) \mathrm{d}_{F}^{\alpha} x=\int_{a}^{\bar{b}} f(x) \mathrm{d}_{F}^{\alpha} x \tag{2}
\end{equation*}
$$

In that case the $F^{\alpha}$-integral of $f$ on $[a, b]$, denoted by $\int_{a}^{b} f(x) \mathrm{d}_{F}^{\alpha} x$ is given by the common value.

## 2. Main Results

The forms of functions in $\mathbb{R}$ and $F^{\alpha}$-space are different. For instance we consider $g(x)=x^{2}$ and $f(x)=\left(S_{C}^{\alpha}(x)\right)^{2}$ (see Fig.1). Using Eq. 1, their standard and $F^{\alpha}$-derivatives can be compared (Fig. 2). After defining $F^{\alpha}$-derivative, $F^{\alpha}$-integral is defined. In the definition of $F^{\alpha}$-integral, just the values of the function at points belonging to the set $F$ are considered. In this type of integral, instead of the length of subintervals $\left(x_{i+1}-x_{i}\right)$ the difference between their values of the integral staircase function $S_{F}^{\alpha}\left(x_{i+1}\right)-S_{F}^{\alpha}\left(x_{i}\right)$ are inserted (Fig. 3).
$F^{\alpha}$-integration of staircase and characteristic functions
Indefinite integral of characteristic function is defined as

$$
\int_{a}^{\dot{x}} \chi_{F}(x) \mathrm{d}_{F}^{\alpha} x=S_{F}^{\alpha}(\dot{x})
$$

assume for the simplicity $S_{F}^{\alpha}(a)=0$.
Indefinite integral of staircase function is

$$
\int_{a}^{\dot{x}} S_{F}^{\alpha}(x) \mathrm{d}_{F}^{\alpha} x=\frac{\left[S_{F}^{\alpha}(\dot{x})\right]^{2}}{2}
$$



Figure 1: Comparing graph of functions $g(x)=x^{2}$ and $f(x)=\left(S_{C}^{\alpha}(x)\right)^{2}$ in $\mathbb{R}$ and $F^{\alpha}$-space, respectively on the interval $[0,1]$


Figure 2: Comparing derivative of functions $g(x)=x^{2}$ and $f(x)=\left(S_{C}^{\alpha}(x)\right)^{2}$ in $\mathbb{R}$ and $F^{\alpha}$-space, respectively on the interval $[0,1]$

In other words, consecutive double integration of characteristic function give us

$$
\int_{a}^{\dot{x}} \mathrm{~d}_{F}^{\alpha} \dot{x} \int_{a}^{\dot{x}} \chi_{F}(x) \mathrm{d}_{F}^{\alpha} x=\frac{\left[S_{F}^{\alpha}(\dot{x})\right]^{2}}{2}
$$

$N$-times $F^{\alpha}$-integration of characteristic function give the following formula

$$
(N-\text { times integration }) \int_{a}^{\dot{x}} \mathrm{~d}_{F}^{\alpha} \dot{x} \ldots \int_{a}^{\dot{x}} \chi_{F}(x) \mathrm{d}_{F}^{\alpha} x=\frac{\left[S_{F}^{\alpha}(\dot{x})\right]^{N}}{N} .
$$

$F^{\alpha}$-integration for product of $S_{F}^{\alpha}$ and $\chi_{F}$
Let $F=C_{1}$ and $\alpha=\frac{\ln 2}{\ln 3}=0.63$, namely Cantor set in the first iteration, we calculate the following integral:


Figure 3: Comparing an integral of functions $g(x)=x^{2}$ and $f(x)=\left(S_{C}^{\alpha}(x)\right)^{2}$ in $\mathbb{R}$ and $F^{\alpha}$-space, respectively on the interval $[0,1]$

$$
\begin{aligned}
\int_{0}^{1} S_{C_{1}}^{\alpha}(x) \chi_{C_{1}}(x) \mathrm{d}_{C_{1}}^{\alpha} x & =\int_{0}^{\frac{1}{3}} S_{C_{1}}^{\alpha}(x) \mathrm{d}_{C_{1}}^{\alpha} x+0+\int_{\frac{2}{3}}^{1} S_{C_{1}}^{\alpha}(x) \mathrm{d}_{C_{1}}^{\alpha} x \\
& =\int_{0}^{1} S_{C_{1}}^{\alpha}(x) \mathrm{d}_{C_{1}}^{\alpha} x \\
& =\frac{\left[S_{C_{1}}^{\alpha}(1)\right]^{2}}{2}-\frac{\left[S_{C_{1}}^{\alpha}(0)\right]^{2}}{2} \\
& =\frac{1}{2}-0
\end{aligned}
$$

in which we have used $S_{C_{1}}^{\alpha}\left(\frac{1}{3}\right)=S_{C_{1}}^{\alpha}\left(\frac{2}{3}\right)$.
Let $F=C_{2}$ then the integral will be

$$
\begin{aligned}
\int_{0}^{1} S_{C_{2}}^{\alpha}(x) \chi_{C_{2}}(x) \mathrm{d}_{C_{2}}^{\alpha} x & =\int_{0}^{\frac{1}{9}} S_{C_{2}}^{\alpha}(x) \mathrm{d}_{C_{2}}^{\alpha} x+0+\int_{\frac{2}{9}}^{\frac{1}{3}} S_{C_{2}}^{\alpha}(x) \mathrm{d}_{C_{2}}^{\alpha} x+0 \\
+\int_{\frac{6}{9}}^{\frac{7}{9}} S_{C_{2}}^{\alpha}(x) \mathrm{d}_{C_{2}}^{\alpha} x+0+\int_{\frac{8}{9}}^{\frac{9}{9}} S_{C_{2}}^{\alpha}(x) \mathrm{d}_{C_{2}}^{\alpha} x & \\
& =\int_{0}^{1} S_{C_{2}}^{\alpha}(x) \mathrm{d}_{C_{2}}^{\alpha} x \\
& =\frac{\left[S_{C_{2}}^{\alpha}(1)\right]^{2}}{2}-\frac{\left[S_{C_{2}}^{\alpha}(0)\right]^{2}}{2} \\
& =\frac{1}{2}-0
\end{aligned}
$$

in which we have used $S_{C_{2}}^{\alpha}\left(\frac{1}{9}\right)=S_{C_{2}}^{\alpha}\left(\frac{2}{9}\right), S_{C_{2}}^{\alpha}\left(\frac{1}{3}\right)=S_{C_{2}}^{\alpha}\left(\frac{6}{9}\right)$, and $S_{C_{2}}^{\alpha}\left(\frac{7}{9}\right)=S_{C_{2}}^{\alpha}\left(\frac{8}{9}\right)$.
It can be expected that for the $n^{t h}$ iteration we have

$$
\begin{equation*}
\int_{0}^{1} S_{C_{n}}^{\alpha}(x) \chi_{C_{n}}(x) \mathrm{d}_{C_{n}}^{\alpha} x=\frac{1}{2} \tag{3}
\end{equation*}
$$

Electric charge distributed on Cantor set and electric potential Let the electric charge $Q$ is uniformly distributed over the Cantor set. At each stage of process of iteration: zero iteration, first iteration, second iteration etc. the electric charge density increases with the certain ratio, respectively (see Fig. 4).
Since the charge distribution is discrete, the characteristic function $\chi_{C}(x)$ can be used to


Figure 4: Distributed charge $Q$ on Cantor set
describe it as charge density function. At first, assume that the unit charge $\left(Q_{\text {total }}=1\right)$ is uniformly distributed over the set $C_{0}=[0,1]$ while $\chi_{C_{0}}(x)=1$ for all values of $x \in[0,1]$. Now we obtain the constant $k$.

$$
\begin{equation*}
Q=\int_{a=0}^{b=1} \chi_{C_{0}}(x) \mathrm{d}_{C_{0}}^{\alpha} x=k\left[S_{C_{0}}^{\alpha}(1)-S_{C_{0}}^{\alpha}(0)\right] . \tag{4}
\end{equation*}
$$

So $k=1$. If $0<a<b<1$ then $Q \neq Q_{\text {tot }}$ and for it we have (see Fig. 5)

$$
\begin{equation*}
Q=S_{C_{0}}^{\alpha}(b)-S_{C_{0}}^{\alpha}(a) . \tag{5}
\end{equation*}
$$

Example1 Let $a=0.2$ and $b=0.7$ then the charge $Q$ in the interval $[a, b]$ is $Q=$ $0.7-0.2=0.5$ (coulomb).
Now suppose the charge is uniformly distributed on $C_{1}=\left[0, \frac{1}{3}\right] \cup\left[\frac{2}{3}, 1\right]$ (Fig. 6). while $\chi_{C_{1}}(x)=1$ for $x \in C_{1}$ and otherwise $\chi_{C_{1}}(x)=0$ (see Fig. 7).
Example2 Let $a=0.25$ and $b=0.6$ then the charge $Q$ in the interval $[a, b]$ is

$$
Q=S_{C_{1}}^{\alpha}(0.6)-S_{C_{1}}^{\alpha}(0.25)=0.5-0.375=0.125(\text { coulomb }) .
$$

Then, this time suppose the charge is uniformly distributed on $C_{2}=\left[0, \frac{1}{9}\right] \cup\left[\frac{2}{9}, \frac{3}{9}\right] \cup\left[\frac{6}{9}, \frac{7}{9}\right] \cup$ $\left[\frac{8}{9}, 1\right]$, while $\chi_{C_{2}}(x)=1$ for $x \in C_{2}$ and otherwise $\chi_{C_{2}}(x)=0$ (see Fig. 8).
The amount of distributed charge from 0 to x can be obtained from the graph of staircase


Figure 5: $Q_{t o t}$ from 0 to $x$ at continuous state (zero iteration)


Figure 6: $Q_{t o t}$ from 0 to $x$ is changed as staircase function (at first iteration)
function at second iteration (Fig. 9).
Example3 Let $a=0.32$ and $b=\frac{5}{6}$ then the charge $Q$ in the interval $[a, b]$ is

$$
Q=S_{C_{2}}^{\alpha}\left(\frac{5}{6}\right)-S_{C_{2}}^{\alpha}(0.32)=0.75-0.475=0.28(\text { coulomb })
$$

Electric charge density for Cantor set charge distribution In this section the linear charge density in the fractal space for the Cantor set is obtained. In the first iteration, it is equal to

$$
\begin{equation*}
\lambda_{C_{1}}=\frac{Q}{\frac{2}{3}} \chi_{C_{1}}(x)=\frac{3 Q}{2} \chi_{C_{1}}(x) \tag{6}
\end{equation*}
$$



Figure 7: Density function $\lambda$ is changed as characteristic function (at first iteration)


Figure 8: Density function $\lambda$ is changed as characteristic function (at second iteration)
For the second iteration we have

$$
\begin{equation*}
\lambda_{C_{2}}=\frac{Q}{\left(\frac{2}{3}\right)^{2}} \chi_{C_{2}}(x)=\left(\frac{3}{2}\right)^{2} Q \chi_{C_{2}}(x) \tag{7}
\end{equation*}
$$

Finally at $n^{\text {th }}$ iteration we obtain (Fig. 10)

$$
\begin{equation*}
\lambda_{C_{n}}=\frac{Q}{\left(\frac{2}{3}\right)^{n}} \chi_{C_{n}}(x)=\left(\frac{3}{2}\right)^{n} Q \chi_{C_{n}}(x) \tag{8}
\end{equation*}
$$



Figure 9: $Q_{t o t}$ from 0 to $x$ is changed as staircase function (at second iteration)


Figure 10: To express density function in terms of characteristic function
When $n \rightarrow \infty$ charge density goes to infinity.
Given charge density function, in electrostatic problems we can calculate the electric potential by the following integral (cgs system):

$$
\begin{aligned}
U\left(S_{C_{2}}^{\alpha}(x)\right)= & \int_{0}^{1} \frac{\frac{9}{4} Q \chi_{C_{2}}(\dot{x})}{S_{C_{2}}^{\alpha}(x)-S_{C_{2}}^{\alpha}(\dot{x})} \mathrm{d}_{C_{2}}^{\alpha} \dot{x}, \\
= & \int_{0}^{\frac{1}{9}} \frac{\frac{9}{4} Q}{S_{C_{2}}^{\alpha}(x)-S_{C_{2}}^{\alpha}(\dot{x})} \mathrm{d}_{C_{2}}^{\alpha} \dot{x}+\int_{\frac{2}{9}}^{\frac{3}{9}} \frac{\frac{9}{4} Q}{S_{C_{2}}^{\alpha}(x)-S_{C_{2}}^{\alpha}(\dot{x})} \mathrm{d}_{C_{2}}^{\alpha} \dot{x}+\int_{\frac{6}{9}}^{\frac{7}{9}} \frac{\frac{9}{4} Q}{S_{C_{2}}^{\alpha}(x)-S_{C_{2}}^{\alpha}(\dot{x})} \mathrm{d}_{C_{2}}^{\alpha} \dot{x} \\
& \quad+\int_{\frac{8}{9}}^{\frac{9}{9}} \frac{\frac{9}{4} Q}{S_{C_{2}}^{\alpha}(x)-S_{C_{2}}^{\alpha}(\hat{x})} \mathrm{d}_{C_{2}}^{\alpha} \dot{x} .
\end{aligned}
$$

Regarding different values of staircase function

$$
S_{C_{2}}^{\alpha}\left(\frac{1}{9}\right)=S_{C_{2}}^{\alpha}\left(\frac{2}{9}\right)=0.25 ; S_{C_{2}}^{\alpha}\left(\frac{3}{9}\right)=S_{C_{2}}^{\alpha}\left(\frac{6}{9}\right)=0.5
$$



Figure 11: Instead of variables $x$ and $\dot{x}$ we consider $S_{C_{2}}^{\alpha}(x)$ and $S_{C_{2}}^{\alpha}(\dot{x})$

$$
S_{C_{2}}^{\alpha}\left(\frac{7}{9}\right)=S_{C_{2}}^{\alpha}\left(\frac{8}{9}\right)=0.75 ; \quad S_{C_{2}}^{\alpha}(0)=0 ; S_{C_{2}}^{\alpha}(1)=1
$$

We have

$$
\begin{equation*}
U\left(S_{C_{2}}^{\alpha}(x)\right)=\frac{9}{4} Q \ln \left|\frac{S_{C_{2}}^{\alpha}(x)}{S_{C_{2}}^{\alpha}(x)-1}\right| \tag{9}
\end{equation*}
$$

Example3 Calculate the values of electric potential at $x_{p}=\frac{1}{6}, 0.4,0.5,0.6, \frac{5}{6}$.

$$
\begin{gathered}
U\left(S_{C_{2}}^{\alpha}\left(\frac{1}{6}\right)\right)=\frac{9 Q}{4}(-1.098) ; U\left(S_{C_{2}}^{\alpha}(0.4)\right)=0 ; U\left(S_{C_{2}}^{\alpha}(0.5)\right)=0 \\
U\left(S_{C_{2}}^{\alpha}(0.6)\right)=0 ; U\left(S_{C_{2}}^{\alpha}\left(\frac{5}{6}\right)\right)=\frac{9 Q}{4}(1.098)
\end{gathered}
$$

If instead of charge distribution at second iteration we have charge distribution at $n^{t h}$ iteration we deduce the following formula

$$
\begin{equation*}
U\left(S_{C_{n}}^{\alpha}(x)\right)=\left(\frac{3}{2}\right)^{n} Q \ln \left|\frac{S_{C_{n}}^{\alpha}(x)}{S_{C_{n}}^{\alpha}(x)-1}\right| \tag{10}
\end{equation*}
$$

Now by using the operator $D_{C_{n}}^{\alpha}$ on electric potential, electric field can be deduced. Using the following formula

$$
\begin{equation*}
D_{C_{n}}^{\alpha} \ln \left|f\left(S_{C_{n}}^{\alpha}(x)\right)\right|=\frac{D_{C_{n}}^{\alpha} f\left(S_{C_{n}}^{\alpha}(x)\right)}{f\left(S_{C_{n}}^{\alpha}(x)\right)} \tag{11}
\end{equation*}
$$

We have

$$
\begin{equation*}
\frac{D_{C_{n}}^{\alpha} S_{C_{n}}^{\alpha}(x)\left[S_{C_{n}}^{\alpha}(x)-1\right]-S_{C_{n}}^{\alpha}(x) D_{C_{n}}^{\alpha}\left[S_{C_{n}}^{\alpha}(x)-1\right]}{\left(S_{C_{n}}^{\alpha}(x)-1\right)^{2}} \tag{12}
\end{equation*}
$$

while $D_{C_{n}}^{\alpha} S_{C_{n}}^{\alpha}(x)=\chi_{C_{n}}^{\alpha}(x)$, and $E\left(S_{C_{n}}^{\alpha}(x)\right)=-D_{C_{n}}^{\alpha}\left[U\left(S_{C_{n}}^{\alpha}(x)\right)\right]$. Finally, we obtain electric field

$$
\begin{equation*}
E\left(S_{C_{n}}^{\alpha}(x)\right)=\frac{\frac{\chi_{C_{n}}^{\alpha}(x)}{\left(S_{C_{n}}^{\alpha}(x)-1\right)^{2}}}{\frac{S_{C_{n}}^{\alpha}(x)}{S_{C_{n}}^{\alpha}(x)-1}}=\frac{\chi_{C_{n}}^{\alpha}(x)}{S_{C_{n}}^{\alpha}(x)\left(S_{C_{n}}^{\alpha}(x)-1\right)} . \tag{13}
\end{equation*}
$$

## 3. Electric potential for Koch snowflake boundary

In COMSOL Multiphysics one deal with two different environment: "model builder desktop" and "application builder desktop". The application builder desktop environment show ones how to use the Form editor and the Method editor. Note that we can switch between the model builder and application builder by clicking on their buttons. This software uses Finite Element Method (FEM) to solve different types of problems numerically. For Koch snowflake boundary, Laplace equation interface is used to compute electric potential. Choosing normal mesh, one may compute electric potential. Our results have been summarized in Fig. 12, Fig. 13, Fig. 15, and Fig. 16 for the zero, first, second, and third iteration, respectively (see also MP4 file) .


Figure 12: To create Koch snowflake, to plot mesh, and to compute electric field at zero iteration

## 4. Conclusions and Future works

In this paper, fractal calculus as a new mathematical language tool is used in physics (electrostatics) to calculate and express the electric potential and electric field. If charge distribution is of type discrete and fractal, then we can solve one problem with many different distributions that each of them is $i^{\text {th }}$ iteration, $i=0,1,2$,etc. We solve the problem with Cantor set fractal charge distribution while for other kind of discrete fractal distributions this work can be continue in future. We have also studied the same problem but with different boundaries which are $i^{\text {th }}$ iteration, $i=0,1,2$,etc in COMSOL Multiphysics


Figure 13: To create Koch snowflake, to plot mesh, and to compute electric field at first iteration


Figure 14: To create Koch snowflake, to plot mesh, and to compute electric field at second iteration


Figure 15: To create Koch snowflake, to plot mesh, and to compute electric field at third iteration
software numerically by using finite element method (FEM).
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