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Abstract. The main purpose of this paper is to study the convergence of variable step iterative methods

for the defined problem absolutely generalized dominated differential variational inequality problems

(AGDDV I P) in Hilbert spaces. The iterative process considered in the paper admit the presence of

variable iteration parameters, which can be useful in numerical implementation to find solution of

the problem (AGDDV I P). Finally, we study the existence theorems of the problems (GDDV I Pn) and

(GDDCPn) in Riemannian n-manifolds modelled on the Hilbert space in the presence of coincidence

index, fixed point theorem of Homology theory and one-point compactification of Topology theory.
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1. Introduction

In the recent decades, there has been a great deal of development in the theory of op-

timization techniques. The study of variational inequalities is a part of development in the

theory of optimization theory because optimization problems can often be reduced to the so-

lution of variational inequalities. Variational inequality theory has emerged as a powerful tool

for wide class of unrelated problems arising in various branches of physical, engineering, pure

and applied sciences in a unified and general frame work (see for example [14], [15]). In this

development, computer science has played a vital role for making it possible to implement

such techniques for everyday use as well as stimulating new effort for finding solutions of

much more complicated problems. Several authors have proved many fascinating results on
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variational inequality problems. We list some of them, which are used frequently in this paper.

The existence of the solution to the problem is studied by many authors such as, J.L. Lions

and G. Stampacchia [21], R.W. Cottle, F. Giannessi and J.L. Lions [24] to name only a few.

The most general and popular forms of inequality with very reasonable conditions are due to

F. E. Browder [7], D. Kinderlehrer and G. Stampacchia [20], C. Bardaro and R. Ceppitelli [2],

M. Chipot [9], A. Behera and G. K. Panda [4, 6].

In 1994, A. Hassouni and A. Moudafi [17] introduced and studied a class of variational

inclusions and developed an iterative algorithm for the variational inclusions. S. Adly [1],

N. J. Haung [18], X. P. Ding [12, 13] and K. R. Kazmi [19], have obtained some important

extensions of the result [17] in Hilbert spaces.

The Variational Inequality Problem(V IP) is defined as follows.

Let X be a reflexive real Banach space with its dual X ∗. Let K be a nonempty subset of X .

Let T : K → X ∗ be a nonlinear mapping. Let 〈 f , x〉 denote the value of f ∈ X ∗ at x ∈ K . Then,

the variational inequality problem is to:

(V IP) Find x0 ∈ K such that

〈T (x0), x − x0〉 ≥ 0 ∀x ∈ K .

The generalized variational inequality problem (GV IP) and generalized complementarity

problem (GC P) are defined as follows.

Let X be a reflexive real Banach space with its dual X ∗ and K be any nonempty subset of

X . Let η : K × K → X be a vector valued continuous mapping. Let T : K → X ∗ be a nonlinear

mapping. Then, the generalized variational inequality problem is defined by:

(GV IP) Find x0 ∈ K such that

〈T (x0),η(x , x0)〉 ≥ 0 ∀x ∈ K ,

and generalized complementarity problem (GC P) is to:

(GC P) Find x0 ∈ K such that

〈T (x0),η(x , x0)〉= 0 ∀x ∈ K , (1)

For our need, we recall some known definitions and results.

Definition 1 ([9]). A mapping T : K → R is said to be monotone if

〈T (u)− T (v),u− v〉 ≥ 0 ∀u, v ∈ K ,

and T is strictly monotone if equality holds for u = v.

Definition 2 ([10]). A mapping F : K → R is said to be Lipschitz near each point of K with

rank M > 0 if

|F(v)− F(x)| ≤ M |v − x | ∀v, x ∈ K .
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Theorem 1 ([9, Theorem 1.4, p.3]). Let K be a compact convex subset of a finite dimensional

Banach space X with dual X ∗ and T a continuous mapping of K into X ∗. Then there exists x0 ∈ K

such that for all y ∈ K,

〈T (x0), y − x0〉 ≥ 0.

Theorem 2 ([5, Theorem 5.1, p.900]). Let K be a closed, convex and bounded subset of a

reflexive real Banach space X and X ∗ be the dual of X . Let T : K → X ∗ and η : K × K → X be

two maps such that

(i) 〈T (y),η(y, y)〉 = 0 for all y ∈ K.

(ii) the map x 7→ 〈T (x),η(y, x)〉 of K into R is continuous on finite dimensional subspaces (or

at least hemicontinuous), for each y ∈ K,

(iii) the map y 7→ 〈T (x),η(y, x)〉 of K into R is convex for each x ∈ K,

(iv) 〈T (x),η(y, x)〉+ 〈T (y),η(x , y)〉 ≤ 0 for all x , y ∈ K.

Then there exists x0 ∈ K such that for all y ∈ K,

〈T (x0),η(y, x0)〉 ≥ 0.

In 1981, M. A. Hanson [16] introduced the invex function which is the generalized concept

of convex function and concave function. The concept of invexity of a function brought a

new edge to generalize the variational inequality problem, that is, in particular case, the

generalization of optimization problems, complementarity problems and fixed point problems.

In 2006, A. Behera and P.K. Das [3] generalized the concept of invexity of any function to T -

η-invexity of the function in ordered topological vector spaces. For our need we recall the

following definitions.

Definition 3 ([16]). The set K is said to be η-invex set where η : K × K → X is a vector valued

continuous mapping, if for all x ,u ∈ K, and for all t ∈ (0, 1) such that

u+ tη(x ,u) ∈ K .

Definition 4 ([3, Condition C0]). A vector function η : K × K → X is said to satisfy condition

C0 if the following hold :

(a) η(x ′+η(x , x ′), x ′) +η(x ′, x ′+η(x , x ′)) = 0,

(b) η(x ′+ tη(x , x ′), x ′) + tη(x , x ′) = 0, for all x , x ′ ∈ K and for all t ∈ (0,1).

For our need, we define the following definitions.

Definition 5. The set K ⊂ X is said to be weakly η-invex set where η : K × K → X is a vector

valued continuous mapping, if for all x ,u ∈ K, there exists a t ∈ (0, 1) such that

z + tη(x ,u) ∈ K where z ∈ {u, x}.
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Definition 6. The set K ⊂ X is said to be complete w.r.t. η, if there exists a vector valued

continuous function η : K × K → X such that for each two points x ,u ∈ K, we have

z + tη(x ,u) ∈ K where z ∈ {u, x}, t ∈ [0, 1].

Remark 1. In particular, if η(x ,u) = u− x when z = x and η(x ,u) = x − u when z = u, then

K is complete. In this case, if we get the vector
−→
AB for z = x, then for z = u, we get the vector

−→
BA

contained in K.

Remark 2. If K is complete w.r.t. η then K is both weakly η-invex set and η-invex set but not

conversely.

In section 2, we proposed the problem of absolutely generalized differential dominated

variational inequality problem (AGDDV IP) and find the iterative process of it in the Hilbert

space.

In section 3, we introduce the maximal fixed open set and defined the generalized dif-

ferential dominated variational inequality problems (GDDV IPn) and generalized differential

dominated complementarity problem (GDDC Pn) in Riemannian n-manifolds modelled on the

Hilbert spaces. Further, we study the existence theorems of the problems (GDDV IPn) and

(GDDC Pn) in the presence of coincidence index, fixed point inclusion of Homology theory

and one-point compactification of Topology theory.

2. The Iterative Method for (AGDDV I P) in Hilbert Space

The notion of η-invex function was introduced by Hanson [16] as a generalization of

convex function. In 2006, A. Behera and P.K. Das [3] generalized the concept of invexity of

any function to T -η-invexity of the function in ordered topological vector spaces.

Let F : M → R be a differentiable function where ∇F(u) is the differential of F at u ∈ M .

Then, T -η-invex function is defined as follows.

Definition 7 ([3]). Let F : M → R be any function. Then,

(a) F is T -η-invex on M if

F(x)− F(u)− 〈T (u),η(x ,u)〉 ≥ 0 ∀x ,u ∈ M , (2)

(b) F is T -η-invex at point u ∈ M if

F(x)− F(u)− 〈T (u),η(x ,u)〉 ≥ 0 ∀x ∈ M . (3)

In this section, we proposed the generalized dominated differential variational inequality

problems (GDDV IP) and generalized dominated differential complementarity problems (GDDC P)

in reflexive real Banach spaces. We prove the existence of the solution of the absolutely gener-

alized dominated differential variational inequality problems (AGDDV IP) using the iterative

process in Hilbert spaces.
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Let X be a reflexive real Banach space and K be any nonempty η-invex subset of X . Let

T : K → X ∗ be a nonlinear mapping and F : K → R be a differentiable map where ∇F is the

derivative of F . Let 〈 f , x〉 denote the value of f ∈ X ∗ at point x ∈ X . The problem (GDDV IP)

is defined as follows.

(GDDV IP) Find x0 ∈ K such that

〈(∇F − T )(x0),η(x , x0)〉 ≥ 0 ∀x ∈ K . (4)

and the (GDDC P) is defined as follows.

(GDDC P) Find x0 ∈ K such that

〈(∇F − T )(x0),η(x , x0)〉= 0 ∀x ∈ K . (5)

In this section, everywhere V is considered as an Hilbert space space with the inner product

〈·〉 satisfies the Euclidean norm | · | by the rule |v|=
p
〈v, v〉 and M is a nonempty subset of V .

Let V ∗ be the dual of V . Let η : M ×M → V be a vector valued function.

Definition 8. Let M ⊂ V . An operator A : V → V is said to be quasi-pseudomonotone (in

short; quasidomonotone) with respect to η on M if for all t ∈ (0,1), there exists a vector function

η : M ×M → V such that

〈A(tu),η(u,u)〉 − 〈A(tv),η(v, v)〉= 〈A(v+ tη(v,u)),η(v,u)〉 ∀ u, v ∈ M .

Definition 9. Let M ⊂ V . An operator A : V → V is said to be quasidomonotone and potential

with respect to η on M if for all t ∈ (0,1), there exists a vector function η : M × M → V such

that

1∫

0

〈A(tu),η(u,u)〉 d t −

1∫

0

〈A(tv),η(v, v)〉 d t =

1∫

0

〈A(v+ tη(v,u)),η(v,u)〉 d t ∀ u, v ∈ M .

(AGDDV I P) and the Iterative Process

Let F : M → R be a differentiable map where ∇F is the derivative of F and T : M → V ∗

be a nonlinear map. The absolutely generalized dominated differential variational inequality

problems (AGDDV IP) is defined as follows:

(AGDDV IP) Find u∗ ∈ M such that

〈(∇F − T )(u∗),η(v,u∗)〉 ≥ 0 ∀v ∈ M , (6)

if there exists a finite subsequence {unk
}∞

k=1
such that

unk
w
−→

u∗ as k→∞,

and satisfying

lim
k→∞

sup 〈T (unk
),η(u∗,unk

)〉 ≤ lim
k→∞

sup 〈∇F(unk
),η(u∗,unk

)〉.

Let the following properties satisfies.
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(P1) (a) ∇F and T are quasidomonotone and potential with respect to η on M ,

(b) |T (v+ tη(v,u))| ≤ |T (u+ tη(v,u))| ∀u, v ∈ M ,

(c) 〈T (u),η(v,u)〉 ≤ 〈T (u),η(v, z)〉+ 〈T (u),η(u, z)〉 ∀u, v ∈ M , fixed z ∈ M ,

(d) |∇F(u)− T (u)| ≤ α ∀ u ∈ M .

(P2) Let η be an absolutely bounded function satisfying the condition

|η(v,u)| ≤
2

α
δ(ε) ∀u, v ∈ M , (7)

where α > 0 and for each ε > 0, δ(ε) be a bounded continuous function satisfying

δ(ε)< α
2

.

(P3) ∇F and T are Lipschitz continuous with ranks L1 > 0 and L2 > 0 respectively.

We introduce a functional Γ : V → R by the relation

Γ(u) = Aη(u)− Bη(u), (8)

where Aη(u) =

1∫

0

〈∇F(tu),η(u,u)〉d t (9)

and Bη(u) =

1∫

0

〈T (tu),η(u,u)〉 d t. (10)

By the quasi-pseudomonotone and potential property (i.e., P1(a)) of ∇F and T , we have

Aη(u)− Aη(v) =

1∫

0

〈∇F(tu),η(u,u)〉d t −

1∫

0

〈∇F(tv),η(v, v)〉 d t

=

1∫

0

〈∇F(v + tη(v,u)),η(v,u)〉 d t. (11)

and

Bη(u)− Bη(v) =

1∫

0

〈T (tu),η(u,u)〉d t −

1∫

0

〈T (tv),η(v, v)〉 d t

=

1∫

0

〈T (v + tη(v,u)),η(v,u)〉 d t. (12)
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Hence, we get

Γ(u)− Γ(v) =Aη(u)− Bη(u)− Aη(v)+ Bη(v),

=
�

Aη(u)− Aη(v)
�
−
�

Bη(u)− Bη(v)
�

,

=

1∫

0

〈∇F(v + tη(v,u)),η(v,u)〉d t

−

1∫

0

〈T (v + tη(v,u)),η(v,u)〉 d t. (13)

To solve the problem (AGDDV IP), we consider the following iterative process.

Let u0 be an arbitrary element of M . For n= 0,1,2, . . ., we define un+1 ∈ M as the solution

of the variational inequality problem

〈η(un,un+1),η(v,un+1)〉+ρn〈∇F(un),η(v,un)〉 ≥ 0 ∀v ∈ M , (14)

where the sequence {ρn}
∞
n=0 of the iteration parameters satisfies the conditions

0≤ ρ∗ ≤ ρn ≤ ρ
∗ ≤

2

L1 + L2

. (15)

For the sequence {εn}
∞
n=1, we assume that

∞∑

n=1

δ(εn) = σ <∞. (16)

Since |η(v,u)| ≤ 2

α
δ(ε) for all u, v ∈ M and δ(ε)< 2

α
, we have

|η(un,un+1)|< 1⇒ lim
n→∞

|η(un,un+1)|= 0.

Hence, the series
∞∑

n=0

|η(un,un+1)|
2 is convergent. Let the limit point of the series

∞∑
∗n=0

|η(un,un+1)|
2 be 2σ

L1+L2
.

To analyze the convergence of the iterative process, we need the following assertion.

Lemma 1 ([26, p.93]). Let {ak}
∞
k=0

be a numerical sequence such that

ak+1 ≤ ak + δk where δk ≥ 0, k = 0,1,2, . . . ,

∞∑

k=0

δk <∞,

then, there exists a limit

lim
k→∞

ak <∞.

In addition, the sequence {ak}
∞
k=0

is bounded below then the limit is finite.
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Theorem 3. Let M ⊂ V be complete w.r.t. η (or at least weakly η-invex set) where

η : M × M → V is a continuous function. Let the condition given in (15) be satisfied. Then,

the iterative sequence {un}
∞
n=0 given by (14) is bounded in V , and all its weak limit points are

solutions of the problem (AGDDV IP).

Proof. Let us assume M ⊂ V as weakly η-invex set. Let S(u0)⊂ M be a bounded subset of

M defined by

S(u0) = {u ∈ M : Γ(u) ≤ Γ(u0) + 3σ}.

Then, S(u0) is nonempty because by definition of S(u0), we have u0 ∈ S(u0). Next, we show

that the iterative sequence defined by

{un}
∞
n=0 ⊂ S(u0) (17)

is bounded, i.e, to show if un ∈ S(u0) then

un+1 ∈ S(u0).

Since ∇F and T are Lipschitz continuous with rank L1 and L2 respectively, so that, we get

|∇F(v)−∇F(x)| ≤ L1|v− x | (18)

and

|T (v)− T (x)| ≤ L2|v− x | (19)

for all x ,u ∈ M . Since M is weakly η-invex set, for each x ,u ∈ M , there exists a t ∈ (0,1)

such that z + tη(x ,u) ∈ M where z ∈ {x ,u}, implies that, x + tη(x ,u) ∈ M for all x ,u ∈ M .

From property P3 (i.e. Lipschitz continuity of T), we get

|∇F(x + tη(x ,u))−∇F(x)| ≤ L1 t|η(x ,u)| (20)

and

|T (x + tη(x ,u))− T (x)| ≤ L2 t|η(x ,u)| (21)

for all x ,u ∈ M and for each t ∈ (0,1). Replacing x by un and u by un+1 in (20) and (21), we

get

|∇F(un + tη(un,un+1))−∇F(un)| ≤ L1 t|η(un,un+1)| (22)

and

|T (un+ tη(un,un+1))− T (un)| ≤ L2 t|η(un,un+1)|. (23)

Hence from (22), we have

|〈∇F(un + tη(un,un+1))−∇F(un),η(un,un+1)〉|

≤ |∇F(un + tη(un,un+1))−∇F(un)| |η(un,un+1)|

= L1 t|η(un,un+1)|
2 (24)
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for each t ∈ (0,1) and from (23), we have

|〈T (un+ tη(un,un+1))−T (un),η(un,un+1)〉|

≤ |T (un+ tη(un,un+1))− T (un)| |η(un,un+1)|

= L2 t|η(un,un+1)|
2 (25)

for each t ∈ (0,1). Therefore, substituting v = un and u = un+1 in (13) and using the

equations from (22) to (25), we have

Γ(un+1)− Γ(un) =

1∫

0

〈∇F(un + tη(un,un+1)),η(un,un+1)〉d t

−

1∫

0

〈T (un + tη(un,un+1)),η(un,un+1)〉d t

=

1∫

0

�
〈∇F(un + tη(un,un+1))−∇F(un)

�
,η(un,un+1)〉d t

−

1∫

0

�
〈T (un + tη(un,un+1))− T (un),η(un,un+1)〉

�
d t

+

1∫

0

〈(∇F − T )(un),η(un,un+1)〉d t

≤

1∫

0

|∇F(un+ tη(un,un+1))−∇F(un)| η(un,un+1)|d t

+

1∫

0

| T (un + tη(un,un+1))− T (un)||η(un,un+1)|d t

+

1∫

0

|(∇F − T )(un)| |η(un,un+1|d t

≤

1∫

0

L1t|η(un,un+1)|
2d t +

1∫

0

L2 t|η(un,un+1)|
2d t
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+

1∫

0

α ·
2

α
δ(ε)d t by P1(d), (24) and (25))

=(L1 + L2)|η(un,un+1)|
2

1∫

0

td t + 2δ(ε)

1∫

0

d t

=
L1 + L2

2
|η(un,un+1)|

2+ 2δ(ε)

Thus, we obtained the relation

Γ(un+1)≤ Γ(un) +
L1 + L2

2
|η(un,un+1)|

2+ 2δ(ε) (26)

which is valid for all n= 0,1,2, . . .. Putting n= 0,1,2, . . . , N in (26), we get

Γ(uN+1)≤ Γ(u0) +

�
L1 + L2

2

� N∑

n=0

|η(un,un+1)|
2+ 2

N∑

n=0

δ(εn) (27)

≤ Γ(u0) +

�
L1 + L2

2

��
2σ

L1 + L2

�
+ 2σ

≤ Γ(u0) + 3σ,

Thus, uN+1 ∈ S(u0) = {u ∈ M : Γ(u)≤ Γ(u0)+3σ}. Since N is arbitrary, replacing N by n, we

get un+1 ∈ S(u0) and hence, {un}
∞
n=0 ⊂ S(u0). Now by (16), the assumptions of Lemma 1 are

valid the sequence

{Γ(un)}
∞
n=1.

Next to show, the sequence {Γ(un)}
∞
n=1 is bounded above and has a finite limit. Taking limit

N →∞ in (27), and using (16) we get

lim
N→∞

Γ(uN+1)≤ Γ(u0) +

�
L1 + L2

2

� ∞∑

n=0

|η(un,un+1)|
2+ 2

∞∑

n=0

δ(εn)≤ Γ(u0) + 3σ,

equivalently, we have

lim
n→∞

Γ(un+1)≤ Γ(u0) + 3σ (28)

Hence, the sequence {Γ(un)}
∞
n=1 is bounded above. Again, by the property P1(c), for fixed

z ∈ M , we have

〈T (u),η(v,u)〉 ≤ 〈T (u),η(v, z)〉+ 〈T (u),η(u, z)〉 ∀u, v ∈ M .

Taking u = un, z = un+1 in the above inequality, we get

〈T (un),η(v,un)〉 ≤〈T (un),η(v,un+1)〉+ 〈T (un),η(un,un+1)〉
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≤〈T (un),η(un,un+1)〉+ 〈T (un),η(v,un+1)〉+ 〈∇F(un),η(v,un)〉

+
1

ρn

〈η(un,un+1),η(v,un+1)〉 ∀v ∈ M (from equation (14))

≤|T (un)| |η(v,un+1)|+ |T (un)| |η(un,un+1)|+ 〈∇F(un),η(v,un)〉

+
1

ρn

|η(un,un+1)| |η(v,un+1)|

=(|T (un)|+
1

ρn

|η(v,un+1)|) |η(un,un+1)|+ |T (un)| |η(v,un+1)|

+ 〈∇F(un),η(v,un)〉

≤Cv |η(un,un+1)|+ Sv|T (un)| + 〈∇F(un),η(v,un)〉 (29)

for all v ∈ M , where

Cv = |T (un)|+
1

ρn

|η(v,un+1)| and Sv = |η(v,un+1)| (30)

are the nonnegative constants limits to 0 as n→∞ depending on v ∈ M . Since the iterative

sequence is bounded, it has a subsequence which is of finite limit. We claim that, there exists

a finite subsequence {unk
}∞

k=1
such that

unk
w
−→

u∗ as k→∞.

and satisfying the inequality

lim
k→∞

sup 〈T (unk
),η(u∗,unk

)〉 ≤ lim
k→∞

sup 〈∇F(unk
),η(v,unk

)〉.

Taking v = u∗ in the (29) and using (30), we have

lim
k→∞

sup 〈T (unk
),η(u∗,unk

)〉 ≤ lim
k→∞

sup Cu∗ |η(unk
,unk+1)|+ lim

k→∞
sup Su∗ |T (unk

)|

+ lim
k→∞

sup 〈∇F(unk
),η(u∗,unk

)〉

≤ lim
k→∞

sup〈∇F(unk
),η(u∗,unk

)〉.

Next, we show that u∗ solves the problem (AGDDV IP). From (29), we have

Cv|η(un,un+1)|+ Sv |T (un)| ≥ 〈T (un),η(v,un)〉 − 〈∇F(un),η(v,un)〉,

i.e.,

Cv|η(unk
,unk+1)|+ Sv|T (unk

)| ≥ 〈T (unk
),η(v,unk

)〉 − 〈∇F(unk
),η(v,unk

)〉

for all v ∈ M . Thus

lim
k→∞

inf
�

Cv |η(unk
,unk+1)|+ Sv|T (unk

)|
�

≥ lim
k→∞

inf
�
〈T (unk

),η(v,unk
〉 − 〈∇F(unk

),η(v,unk
〉)
�

,
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i.e.,

0≥ lim
k→∞

inf 〈T (unk
),η(v,unk

)〉+ lim
k→∞

inf
�
−〈∇F(unk

),η(v,unk
)〉
�

for all v ∈ M . Thus

0≥ 〈T (u∗),η(v,u∗)〉 − 〈∇F(u∗),η(v,u∗)〉,

i.e.,

〈∇F(u∗),η(v,u∗)〉 − 〈T (u∗),η(v,u∗)〉 ≥ 0

for all v ∈ M . Thus

〈(∇F − T )(u∗),η(v,u∗)〉 ≥ 0

for all v ∈ M . Hence u∗ solves (AGDDV IP). This is a proof.

3. GDDV I P in Riemannian n-Manifolds

In order to make the paper self-contained, we recall the necessary terminologies of the co-

incidence index, differential of any function on a differentiable manifold, and the Riemannian

metric.

If f , g : M1→ M2 are maps between closed oriented n-manifolds, a coincidence of f and

g is a point x ∈ M1 such that f (x) = g(x). Geometrically, if G( f ) and G(g) are the graphs of

the respective functions in M1×M2, their points of intersection correspond to the coincidences

[27].

Hm(M1;Q) f∗
−→

Hm(M1;Q)

∼=↑ µ ∼=↑ ν

Hn−m(M1;Q)
←−
g∗ Hn−m(M1;Q)

where the vertical homomorphisms are Poincarė duality isomorphisms. The homomorphism

Θm : Hm(M1;Q)→ Hm(M1;Q)

is defined by Θm = µg∗ν−1 f∗. Then the coincidence number of f and g is given by

L( f , g) =

n∑

k=0

(−1)k t r(Θm),

where L( f , g) is the intersection number of G( f ) and G(g); hence if L( f , g) 6= 0, then f and

g have a coincidence [27].

Let M1 and M2 be closed, connected, oriented n-manifolds with fundamental classes

zi ∈ H∗n(Mi) and corresponding Thom classes

Ui ∈ H∗n(Mi ×Mi , Mi ×Mi −△(Mi)), i = 1,2.

Suppose that W is an open set in M1 and f , g : W → M2 are the maps for which the coinci-

dence set C = {x ∈ W : f (x) = g(x)} is a compact subset of W . By normality of M1 there
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exists an open set V in M1 with C ⊆ V ⊆ V̄ ⊆W . The coincidence index of the pair ( f , g) on

W is defined to be the integer IW
f , g

given by the image of the fundamental class of z1 under

the composition

Hn(M1)→ Hn(M1, M1 − V )
∼=

−−−−→
excision

Hn(W, W − V )

( f ,g)∗−−−→ Hn(M2 ×M2, M2 ×M2 −△(M2))
∼= Z,

where the map ( f , g) : W → M2 ×M2 is given by

( f , g)(x) = ( f (x), g(x)),

and the identification

Hn(M2 ×M2, M2 ×M2 −△(M2))
∼= Z

is given by sending a class α into the integer 〈U2, α〉. If M1 = M2 (denoted by M) and

g = identity on the open set W , the coincidence index IW
f ,id

is denoted by IW
f

, called the

fixed-point index of f on W [27] and fixed-point index of f on M is denoted by I f .

Theorem 4 ([27, Lemma 6.7, p.180]). Let X be a closed, convex and oriented Riemannian

n-manifold. Let W be an open set in X. If IW
f
6= 0, then f has a fixed point on W.

Let X be a differentiable manifold with tangent bundle τX where τ(X ,u) is the tangent

bundle at u ∈ K . Let K be a closed convex cone in the manifold X . Mititelu [22] introduced

the differential application of a differentiable vector function in the differentiable manifold for

a development of the η-invex function. This enhanced to develop the the scope of (GV V IP)

in differentiable manifold.

Definition 10 ([22]). Let X be a differentiable manifold with tangent bundle τX . Let

φ : X → Rn be a differentiable vector function. The application

dφu : τ(X ,u)→ τ(Rn,φ(u)) = Rn is said to be differential of φ at u ∈ K, if dφu(v) = dφ(u)(v)

for all v ∈ τ(X ,u).

Now, if X is modelled in the Hilbert space H, then τX = X . In this section, we obtain the

Generalized Vector Variational Inequality Problem and Generalized Vector Complementarity

Problems in Riemannian n-manifolds. Let X be a closed, convex and oriented Riemannian n-

manifold, modeled on the Hilbert spaceH with Riemannian metric g. It is well known that the

tangent bundle τ(X ) can be identified with the cotangent bundle τ∗(X ) by the Riemannian

metric, because H∗, the dual of H can be identified with H [25]. If v, w ∈ τ(X , x), then we

write

gx(v, w) = 〈v, w〉x .

Definition 11 ([11]). Let X be a Riemannian n-manifold. Let η : X × X → τX defined by, for

each u ∈ X , η(x ,u) ∈ τ(X ,u). Then X is said to be η-closed if for every p ∈ X , there is an unique

x ∈ X closest to p with respect to η, that is,

〈x ,η(z, x)〉x ≥ 〈p,η(z, x)〉x for all z ∈ X .
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For our need, we define the differential application as follows. Let X and Y be two differ-

entiable manifolds with tangent bundles τX and τY respectively. Let K be a closed convex

cone in the manifold X and P be a closed convex ordered cone in Y with intP 6= ∅. Let

F : K → Y be the differentiable vector function. Denote the differential of F at u ∈ K as

dFu : τ(X ,u)→ τ(Y, F(u)) where

dFu(v) = dF(u)(v) = 〈∇F(u), v〉u.

Behera and Das [3] introduced the variational inequality problem and complementarity prob-

lem in the Riemannian n-manifold. For our purpose, we call these problems as Differential

Inequality Problem(DIPn) and Differential Complementarity problem(DC Pn) in Riemannian n-

manifold respectively. We recall the known results for our need.

The Differential Inequality Problem in Riemannian n-manifold (DIPn) is defined as fol-

lows:

(DIPn) Find y0 ∈ X such that

∇F(y0) ∈ τ
∗(X ) and g y0

(∇F(y0), z − y0) = 〈∇F(y0), z − y0〉y0
≥ 0 for allz ∈ X .

and the Differential Complementarity problem in Riemannian n-manifold (DC Pn) is defined

as:

(DC Pn) Find y0 ∈ X such that

∇F(y0) ∈ τ
∗(X ) and g y0

(∇F(y0), y0) = 〈∇F(y0), y0〉y0
= 0.

Theorem 5 ([3, Theorem-6.1]). Let X be a closed, convex and oriented Riemannian n-manifold,

modelled on the Hilbert space H with Riemannian metric g and f : X → X with Lipschitz number

L(f). Let F : X → H be an operator. Then there exists a unique y0 ∈ X such that

∇F(y0) ∈ τ
∗(X ) and g y0

(∇F(y0), y0) = 〈∇F(y0), y0〉y0
= 0.

In this section, we extend the problems (DIPn) and (DC Pn) as the generalized differential

dominated variational inequality problem in Riemannian n-manifold (GDDV IPn) and the gen-

eralized differential dominated complementarity problem in Riemannian n-manifold (GDDC Pn)

respectively. We also establish the existence of their solutions in the presence of fixed point

index set and fixed point theorem. We use the following notations for our need.

Definition 12. Let X be a Riemannian n-manifold modelled on the Hilbert space H with the

Riemannian metric g. Let H : X → L(X ,H)≡ H. Then, the the positive orthant and the negative

orthant of X are defined as follows.

(1) For each x ∈ X , the positive orthant of X denoted by X⊕η where

X⊕η = {H(x) ∈ L(X ,H)≡ H : 〈H(x),η(z, x)〉x ≥ 0 for all z ∈ X },

(2) For each x ∈ X , the negative orthant of X denoted by X⊖η where

X⊖η = {H(x) ∈ L(X ,H)≡ H : 〈H(x),η(z, x)〉x ≤ 0 for all z ∈ X }.
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Everywhere, in this section B(x , r) is assumed to be the open ball of radius r and center

x . We recall the following known definitions.

Definition 13 (Accumulation point, [8]). Let W ⊂ X . An element x ∈ X is called accumulation

point(or limit point) of W if for every r > 0, there is some y in B(x , r)∩W with y 6= x.

Definition 14 (Closure, [8]). Let W ⊂ X . The closure of W is the set of all accumulation points

of W and is denoted by W where

W = {x ∈ X : B(x , r)∩W 6= ∅ for every r > 0}.

Fixed Point Inclusion set

Let Φ : X → X be an open map. Let x∗ ∈ X be the fixed point of Φ, then Φ(x∗) = x∗, that

is (Φ− 1X )(x
∗) ∈ 0X , implies that, x∗ ∈ (Φ− 1X )

−1(0X )⊂ X holds because Φ is an open map,

implies that, (Φ− 1X )
−1 is continuous in X . Hence, the concept, fixed point inclusion set of

the map Φ states that Φ has a fixed point in X , that is, if the restricted map ((Φ− 1X )\W )
−1 is

continuous on (Φ− 1X )(X ), then Φ has a fixed point on W , i.e., IW
Φ 6= 0.

For our purpose, we define the following definitions.

Definition 15 (Accumulated fixed point w.r.t. Φ). Let W ⊂ X . Let Φ : X → X be any map.

An element x ∈ X lies outside W is called accumulated fixed point of W with respect to Φ if

(Φ−1X )
−1 is continuous on X , (Φ−1X )

−1(0X )⊂W, the closure of W and for every r > 0, there

is some y in B(x , r)∩W for y 6= x.

Definition 16 (Fixed point closure w.r.t. Φ). Let W ⊂ X . Let Φ : X → X be any map such that

(Φ− 1X )
−1(0X ) ⊂ W. The fixed point closure of W, denoted by cW which is the set of all fixed

accumulated points of W w.r.t. Φ and is defined by

cW = {x ∈ X : (Φ− 1X )
−1(0X )
⋃
{B(x , r)∩W 6= ∅ for every r > 0}}.

Remark 3. The definition of fixed point closure w.r.t. Φ, that is, Definition 16 coincides with the

definition of closure, that is, Definition 14 if Φ has no fixed point. By the definition, we have if

W is fixed point closure w.r.t. Φ, then W is fixed point closure but not conversely.

Definition 17 (Fixed point dense w.r.t. Φ). Let W ⊂ X . Let Φ : X → X be any map. Then W

is fixed point dense in X with respect to Φ if cW = X , which means, W = X and (Φ− 1X )
−1 is

continuous on X , that is, if F is the collection of all fixed points of Φ which are also the cluster

points or accumulated points of Φ, then X =W ∪F is the extended set of W.

Definition 18 (Maximal open set w.r.t. Φ). Let X be any set then the open set W ⊂ X is said to

be maximal open set if W is dense in X w.r.t. Φ, that is, W = X and there exist no open set U ⊂ X

such that W ⊂ U and U = X .
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Definition 19 (Maximal fixed point open set w.r.t. Φ). Let X be any set. Let Φ : X → X be any

map. Then, the open set W ⊂ X is said to be maximal fixed point open set w.r.t. Φ if W is fixed

point dense in X with respect to Φ, that is, cW = X .

Definition 20 ([23]). Let X be a locally compact Housdorff space. Then Y = X ∪ {∞} is one-

point compactification of X where the symbol∞ is some object lies outside X .

Theorem 6 ([23, Theorem 8.1]). Let X be a locally compact Housdorff space which is not

compact; let Y be the one-point compactification of X . Then Y is compact Housdorff space; X is

a subspace of Y ; the set Y − X consists of singleton point; and X = Y .

Example 1. Since the one point compactification of the real line R is isomorphic with the circle.

So the real line W = R is a maximal fixed point open set of X = R∞ = R ∪ {∞}, the extended

real line where Φ is the required isomorphism.

Example 2. Since the one point compactification of the plane R2 is homeomorphic with the

Riemannian sphere (S)2 which is also known as the extended complex plane C∞ = C ∪ {∞},
so W = R2 is maximal fixed point open set of X = (S)2 or C∞ where Φ is the stereographic

projection.

Remark 4. Let W be locally compact Housdorff space and X be the one-point compactification of

W. Then W is maximal fixed point open set of X , but not conversely because of the existence of

more than one fixed point. A möbius transformation has two fixed points in C.

The Main Problems and Their Existence Theorems

Let X be a closed, convex and oriented Riemannian n-manifold, modelled on the Hilbert

space H with Riemannian metric g. The tangent bundle τ(X ) is identified with the cotangent

bundle τ∗(X ) by the Riemannian metric g. Let T : X → L(τ∗(X ),H) ≡ H be any application.

Let F : K →H be the differentiable vector function. Let

∇F(u) = dFu : τ(X ,u)→ τ(H, F(u))≡ H be the differential of F at u ∈ K . Let

η : X × X → τ(X ,u)≡ X be an vector application.

The Generalized Differential Dominated Variational Inequality problem in Riemannian n-

manifold is defined as follows:

(GDDV IPn) Find y0 ∈ X such that

(∇F − T )(y0) ∈
�
τ∗(X )
�⊕
η

and

g y0

�
(∇F − T )(y0),η(z, y0)

�
= 〈(∇F − T )(y0),η(z, y0)〉y0

≥ 0 for all z ∈ X .

The Generalized Differential Dominated Complementarity problem in Riemannian n-manifold

is defined as follows:

(GDDC Pn) Find y0 ∈ X such that

(∇F − T )(y0) ∈
�
τ∗(X )
�⊕
η

and

g y0

�
(∇F − T )(y0),η(z, y0)

�
= 〈(∇F − T )(y0),η(z, y0)〉y0

= 0 for all z ∈ X .
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Theorem 7. Let X be a η-closed, η-invex and oriented Riemannian n-manifold, modelled on

the Hilbert space H with Riemannian metric g. Let f : X → H, η : X × X → τ(X ,u) ≡ X are

two continuous maps. Let T : X → L(τ∗(X ),H) ≡ H be an operator. Let F : X → H be an

operator such that the differential operator ∇F : X → τ(H, F(u)) ≡ H. Let W be a maximal

fixed point open set in X with respect to ∇F − T. Then, there exists a unique y0 such that

y0 ∈ (∇F − T − 1X )
−1(0X ) and y0 solves the problem (GDDV IPn), that is,

(∇F − T )(y0) ∈ (τ
∗(X ))⊕η

and

g y0

�
(∇F − T )(y0),η(z, y0)

�
= 〈(∇F − T )(y0),η(z, y0)〉y0

≥ 0 for all z ∈ X .

Proof. Since X is an n-manifold, it is a Housdorff space with a countable basis such that

each point x of X has a neighborhood that is homeomorphic with an open set of Rn. Again,

since W be a maximal fixed point open set in X , by the definition, we have W = X . Now, to

apply Theorem 6, we show that X is one-point compactification of W by proving f has only

one fixed point in X which lies outside W .

Let I f be the fixed point index of f . Then at first we show, f has a fixed point by proving

I f 6= 0. Since X is η-closed endowed with the Riemannian metric g, W is η-closed endowed

with the Riemannian metric g. Thus, for every y ∈ W , there is an unique x ∈ W which is

closest to y −∇F(y) + T (y) with respect to η.

Let the mapping f : W → X defined by the rule

f (y) = y −∇F(y) + T (y) + x

for every y ∈W where x is the unique element corresponding to y. Now for every y ∈W ,

(1W − f )(y) = 1W (y)− f (y) =∇F(y)− T (y)− x = (∇F − T )(y)− x .

Let A : W →H∗ = H be a mapping defined by the rule

A(y) = (∇F − T )(y) for all y ∈W .

Then from the above expression, we have

(1W − f )(y) = A(y)− x

and at y = x , we have

(1W − f )(x) = A(x)− x = (A− 1W )(x),

that is, 1W − f = A− 1W at the unique x ∈W , that is, 1W − f = A− 1W at the unique x ∈W .

Define G : W × I →W by the rule

G(y, t) =

(
(1W − f )(2t x + (1− 2t)y) if 0≤ t ≤ 1

2
;

(A− 1W )(2(1− t)x + (2t − 1)y) if 1

2
≤ t ≤ 1,
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where G(y, 0) =
�

1W − f
�
(y), G(y, 1) =
�

A− 1W

�
(y) for each y ∈W and at t = 1

2
,

G(y, 1/2) =
�

1W − f
�
(x) =
�

A− 1W

�
(x).

Thus G is continuous by Pasting Lemma and G : (1W − f ) ≃ (A− 1W ) where ≃ denotes

“homotopically equivalent to” . Hence the coincidence index set of f is given by

IW
f =
�

1W − f
�
∗ 0W =
�

A− 1W

�
∗ 0W . (31)

By (31), we have IW
f
6= 0. Since invex set is the generalization of convex set, applying Theorem

4, we have f has a fixed point on W . Again, since W is maximal fixed point open set in X with

respect to A, by the definition, we get cW = X , implies that, W = X and (A− 1W )
−1(0W )⊂W ,

that is, (A− 1X )
−1(0X ) ⊂ X , implies that, (1X − f )−1(0X ) ⊂ X . Hence, f has a fixed point

in X . Let the fixed point be y0 in X , that is, f (y0) = y0. Let x0 be the unique element that

corresponds y0.

By η-closedness of X , we have, for every y ∈ X , there is an unique x ∈ X which is closest

to y − A(y) with respect to η. That is,

〈x ,η(z, x)〉x ≥ 〈y − A(y),η(z, x)〉x for all z ∈ X .

At x = x0, we have

〈x0,η(z, x0)〉x0
≥ 〈y0 − A(y0),η(z, x0)〉x0

,

i.e.,

〈x0,η(z, x0)〉x0
≥ 〈 f (y0)− x0,η(z, x0)〉x0

for all z ∈ X . Thus

〈x0, z − x0〉x0
≥ 〈y0 − x0,η(z, x0)〉x0

,

i.e.,

〈2x0− y0,η(z, x0)〉x0
≥ 0 (32)

for all z ∈ X . Again at y = y0, we get f (y0) = y0 − A(y0) + x0, that is, x0 = A(y0). Since

W = X , we have IW
f
= IX

f
= I f . Hence, by definition of coincidence index set, we have

I f = (1X − f ) ∗ 0X = (A− 1X ) ∗ 0X = IA,

which means f and A has same fixed point in X , that is, f (y0) = y0 = A(y0). Therefore,

(A− 1X )
−1(0X ) contains y0 only, that is, y0 ∈ (∇F − T − 1X )

−1(0X ).

Now, since x0 = A(y0), implies that, x0 = y0. Substituting x0 = y0 in (32), we get

〈A(y0),η(z, y0)〉y0
≥ 0,

i.e.,

〈(∇F − T )(y0),η(z, y0)〉y0
≥ 0

for all z ∈ X . Thus (∇F − T )(y0) ∈ (τ
∗(X ))⊕η and y0 ∈ X solves (GDDV IPn). This is a proof.
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Theorem 8. Let X be a η-closed, η-invex and oriented Riemannian n-manifold, modelled on

the Hilbert space H with Riemannian metric g. Let f : X → H, η : X × X → τ(X ,u) ≡ X are

two continuous maps. Let T : X → L(τ∗(X ),H) ≡ H be an operator. Let F : X → H be an

operator such that the differential operator ∇F : X → τ(H, F(u)) ≡ H. Let W be a maximal

fixed point open set in X with respect to ∇F − T. Then, there exists an unique y0 such that

y0 ∈ (∇F − T − 1X )
−1(0X ) and y0 that solves the problem (GDDV C Pn), that is,

(∇F − T )(y0) ∈ (τ
∗(X ))⊕η

and

g y0

�
(∇F − T )(y0),η(z, y0)

�
= 〈(∇F − T )(y0),η(z, y0)〉y0

= 0 for all z ∈ X .

Proof. By Theorem 7, we get, there exists an unique y0 ∈ X such that

y0 ∈ (∇F − T − 1X )
−1(0X )

and y0 solves the problem (GDDV IPn), that is,

(∇F − T )(y0) ∈
�
τ∗(X )
�⊕
η

and

g y0

�
(∇F − T )(y0),η(z, y0)

�
= 〈(∇F − T )(y0),η(z, y0)〉y0

≥ 0 (33)

for all z ∈ X . Since X is η-invex set, for fixed y0 ∈ X and t ∈ (0,1), we have y0+ tη(z, y0) ∈ X

for all z ∈ X . Replacing z by y0 + tη(z, y0) in the above inequality, we have

g y0

�
(∇F − T )(y0),η(y0 + tη(z, y0), y0)

�
= 〈(∇F − T )(y0),η(y0 + tη(z, y0), y0)〉y0

≥ 0 for all z ∈ X .

By condition C0, we have

〈(∇F − T )(y0), η(y0 + tη(z, y0), y0)〉y0
≥ 0 for allz ∈ X ,

i.e.,

〈(∇F − T )(y0), −tη(z, y0)〉y0
≥ 0 for allz ∈ X .

Thus

−t〈(∇F − T )(y0), η(z, y0)〉y0
≥ 0 for allz ∈ X ,

i.e.

〈(∇F − T )(y0), η(z, y0)〉y0
≤ 0 (34)

for all z ∈ X . Hence from (33) and (34), we have

〈(∇F − T )(y0), η(z, y0)〉y0
= 0 for all z ∈ X .

Thus, y0 ∈ X solves the problem (GDDV C Pn). This is a proof.



REFERENCES 359

4. Conclusion

The convergence of variable step iterative methods of absolutely generalized dominated

differential variational inequality problems in Hilbert spaces deals with the parameter that

varies from step to step under the given assumptions. We believe that this iterative approach

is especially fruitful to solve various minimization problems in mathematical modelling. Fur-

thermore, with the concept of fixed point inclusion set, the application of the existence theo-

rem of (GDDVIP) in Riemannian n-manifolds can be useful to study the generalized obstacle

problems, generalized elastic plastic torsion problems, and so on.
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