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Abstract. The notion of sentinels with given sensitivity was introduced by J.L.Lions [11] in order
to identify parameters in the problem of pollution ruled by a parabolic equation. He proves that
the existence of such sentinels is reduced to the solution of exact controllability problem with
constraints on the state. In population dynamics model, we reconsider this notion of sentinels in a
more general framework. We prove the existence of the boundary sentinels by solving a boundary
null-controllability problem with constraint on the control. Our results use Carleman inequality
which is adapted to the constraint.
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1. Introduction

The notion of sentinel was introduced by J.L.Lions to study systems with incomplete
data [11]. The notion permits us to distinguish and to analyse two types of incomplete
data: the so-called pollution terms at which we look for information, independently of
the other type of incomplete data which is the missing terms and that we do not want to
identify.

Typically, the Lions’s sentinel is a functional defined on an open set O where we
consider three functions: the ”observation” y.,s corresponding to measurements, a given
”mean” function hg, and a control function w to be determined.

Let us remind that Lions’s sentinel theory [11] relies on the following three features:
the state equation y which is governed by a partial differential equation, the observation
system and some particular evaluation function: the sentinel itself. More precisely, we
consider a linear model (1) describing the dynamics of population with age dependence,
spatial structure with incomplete data.
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Let © be an open and bounded domain of RY, N ¢ {1, 2, 3}, with boundary I'
of C*°. For the time T > 0 and the life expectancy of an individual A > 0, we set
U=(0,T)x(0,A4),Q =UxQ, Qa=(0,4)xQ Qr =(0,T)xQ, X=UxT,
1 =U xTI'y, where I'; is a non-empty open subset of I'. Then consider the following two
stroke problem:

WA Aytuy = 0 n @
y(0,a,x) = YV + 79° in Qau
A
y(t0.2) = / B(t, a 2)y(t, a, x)da mer
0 1
M

§ + Z /\ZéZ on Y1
=1

0 on X\ ¥

where :

y(t,a,x) is the distribution of a-year old individuals at time ¢ at the point z € Q.

B(t,a,x) > 0 and u(t,a,z) > 0 are respectively the natural fertility and the natural
death rate of age a at time t and position x € Q.

A
Thus, the formula B(t,a,x)y(t,a,x)da denotes the distribution of newborn individ-

0
uals at time ¢ and location x.

The boundary condition is unknown on a part »; of the boundary and represents a
M

pollution with a structure of the form & + Z /\iéi . In this structure, the functions
i=1
¢and &, 1 =1,... M are known whereas the real A\;, ¢ = 1,... M are unknown.

The initial distribution of individuals is unknown and its structure is of the form 3% +7¢°
where the function 3 is known and the term 77° is unknown.

System (1) is a system with incomplete data because the information on the boundary
condition as well as on the initial condition are partially or completely unknown. Here,
the pollution is isolated on the boundary I'\T'; . The missing term is located in the initial
conditions. In what follows, we assume as in [8] that:

Bel>@), Btax)=0ae inQ;
ay s 4 s [ (B )]+ VPt e o))
(t,2)€]0,T[x) 10,A]
35 € (0, A) s.t. B(a,.,) =0 forae (4, A);

(H2) : peC([0,T] x [0, A] x Q), u(t,a,r) >0ae in Q
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Vi, 0 <t < A, VzeQ, limeAu(L,a—t—i—L,x)dL:—i—oo;
a—A
(H3) - Vi, A<t<T, VaxeQ, limfoau(t—a+a,a,:c)da:+oo;

a—A

Vi € [L¥(Q))".
We also assume that:

- y° and §° belong to L3(Q4), & and & belong to L2(%),

- the reals 7, \; 1 < i < M are sufficiently small and [|§°],2(q,) < 1, and we set
A=(\yeees M)

Under the above assumptions on the data, one can prove as in [17] that problem (1) has
a unique solution in L?(Q). For the sake of simplicity, we denote

y(t, a,z; A, 7) (2)
the unique solution of (1). Therefore, the map
(A7) = y(A,7)is in C'(R x R; L*(Q)). (3)

For more literature on the model describing the dynamics of population with age depen-
dence and spatial structure as well as for some existence results on such problem, we refer
for instance to [1, 3, 8, 17] and the reference therein. Recently S. Sawadogo [16] use the
sentinel method to control the migration of a single species population subjected to a
migratory phenomenon.

For the model (1), we are interested in identifying the parameters \; without any at-
tempt at computing 77°.

To identify these parameters, we use the theory of sentinel in a general framework.
More precisely, Let O be a nonempty open subset of I'\I'y and let y = y(t,a,z;\,7) =
y(A, 7) be the solution of (1). Then for any non-empty open subset v of I'\I'; such that
O N~y # 0, we look for a function S(\,7) solution to the following problem : given
ho € L?(U x O), find w € L?(U x ~) such that

i) the function S defined by
Jy Iy
S\, 1) = ho== (A, 7)dtdadl’ + w—=—(\, 7)dtdadl, (4)
vJo ov UJy ov

satisfies :
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- S is stationary to the first order with respect to missing term 7¢°

oS "
5-(0,00=0 vy’ (5)

- S is sensitive to the first order with respect to pollution terms \;&;:

%(o,o)zci 1<i<M, (6)
1

where ¢;, 1 <17 < M, are given constants not all identically zero.

ii) The control w is of minimal norm in L?(U x ) among ” the admissible controls”, i.e.
2 T
A N v 7)

where

E={we L*(U x v),such that (@,S(w)) satisfies (4)— (7)}. (8)

Remark 1. J.L.Lions refers to the function S as a sentinel with given sensitivity c¢;. In
(6), the ¢; are chosen according to the importance which is conferred to the component &;
of the pollution.

Remark 2. Notice that for the J.L.Lions’s sentinels defined by (4)-(7), the observatory
O C (T'\T'y) is also the support of the control function w.

For more information on the theory of sentinel, we refer to [9-11, 14, 15, 20] and the
reference therein. We set yo = (0, 0) € L%(Q), the solution of (1) when A =0 and 7 = 0
and we denote respectively by y, and yy,, the derivatives of y at (0, 0) with respect to 7
and A, i.e. :

y(0,7) —4(0,0)

v =l T
and (M, 0) — 4(0,0)
. Y(Aiy —yu,
=1 .
Yri = by

Then y, and y,, are respectively solutions of

%+ G — Dy +pyr = 0 in Q,
yT(Oa a, .’L‘) = :'JO in QA7
A . (9)
o (£,0,2) — [ lta.)u(t.o0)da n Qr,
0
Yr = 0 on X,

and
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Oyx. Oyx. .
g? (19121 — Ay, F gy, = 0 in  Q,
yAi(O,a,:U) = 0 in QA7
A
y)\i(tvovl‘) = / ByAi(t,a,x)da in QT7
0
Yx; = &iXsy on X,

1281

where y x denote now and in the sequel, the characteristic function of the set X. Under the
assumptions (H;)—(Hy), the systems (9) and (10) have respectively a unique solution y, €
L*(Q) and yy, € L*(Q) (see [8, 17]). From now on, we make the following assumptions:

- The functions
{i,le ,1 <i< M are linearly independent

- Any function p such that

9, 0 .
Zta—Apt+tpup = 0 in Q,

p = 0 in U xn,
% = 0 on Uxn,
is identically zero.
and we set
Y = Spalrl{ag;1 Xrys - es %Xﬁ,}.

The vector subspace of L2(U x «) generated by M functions {agii XA M.
1
Yp ==Y
T4

The vector subspace of L2(U x ) generated by M functions {%agii oM,

where 6 is the positive function precisely defined later on by (31).

. . . Y, Oy,
Remark 3. We will prove in Lemma 1 that the function { g;l Xy 1 and {5 g;z
are linearly independent.

We now consider the following boundary null-controllability problem :
given hg € L2(U x 0), wy € Yy, find v € L?(U x ) such that
vevt,

and if ¢ = q(t, a, z; v) is solution of

(11)

(12)

Xw}ﬁ\il

(14)
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~%4 01 _Ng+pg = Bq(t,0,) in @,
q = hoxo+ (wo—v)xy on X, (15)
q(T,a,x) = 0 in Qa,
Q(ta A7 l’) = 0 in QT7
q satisfy
q(0,a,2;v) =0 in Qa. (16)
Remark 4. Let us notice that if v exists, the set
E={vecYtsuch that (T,G=q(t,a,2;7)) satisfies (15)— (16)} (17)

is a non-empty closed, and conver set in L2(U x ). Therefore there exists v € £ of minimal
norm.

The problem (14) — (16) is a null boundary controllability problem with constraint
on the control. When Y+ = L2?(U x «), this problem becomes a null controllability
problem without constraint on the control. This kind of problem has been studied by
many authors with various methods [2, 5]. In this paper we solve the boundary null
controllability problem with constraint on the control (14) — (16), this allows us to prove
the existence of the sentinel with given sensitivity (4) — (7). More precisely, we have the
following results:

Theorem 1. Let Q be a bounded open subset of RN with boundary T of class C*. Let T';
be a non-empty open subset of I'. Let also O and ~y be two non empty subsets of I'\T'1, such
that O N~y # 0. Assume that the assumptions of the data of the system (1) are satisfied.
Assume also that (11) and (12) holds. Then the ezistence of sentinel (4) — (7) holds if and
only if, the boundary null-controllability problem with constraints on the control (14) — (16)
has a solution.

To prove the boundary null-controllability problem with constraints on the control
(14) — (16), we use an inequality of Carleman adapted to the constraint that we establish
by means of a global Carleman inequality. More precisely we prove the following results.

Theorem 2. Assume that the hypotheses of Theorem 1 are satisfied. Then there exists a
positive real weight function 0 (a precise definition of 6 will be given later on (31)) such
that, for any function hg € L?>(U x O) with hg € L*(U x O) there exists a unique control
0 € L?(U x v) such that (9, q) with ¢ = q(?) is solution of null boundary controllability
problem with constraint on the control (14) — (16) and provides a control w = wox~, — ¥ of
the sentinel problem satisfying (7) . Moreover, the control w is given by

= Plug) + (1= P)(3x) (18)
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where P is the orthogonal projection operator from L?(U x 7) into Y, wy € Yy depends on
ho and ¢;, 1 € {1,..., M}, and will be precisely determined in (27) and p satisfies

W49 Nptpp = 0 in  Q,
p = 0 on X
A (19)
pe0) = [stavitand W Qr
0
pA(Oa *y ) = 0 in QAa

The rest of the paper is organized as follows: section 2 is devoted to the equivalence be-
tween the sentinel problem and the null boundary controllability problem with constraint
on the control. In this section we give the proof of Theorem 1. In section 3, we establish
Carleman inequalities necessary to solve the boundary null-controllability problem with
constraint on the control (14) — (16). In subsection 3.2 we give the proof of Theorem 2.
In section 4, we formulate the sentinel and we identify the parameters.

2. Equivalence between the sentinel problem and the null boundary
controllability problem with constraint on the control

In this subsection we prove Theorem 1. But before going further, we need the
following result:

Lemma 1. Assume that (11) and (12) holds. Then the functions %X% 1<i<M

are linearly independent. Moreover the functions % 8321 X+, 1 <4 < M, are also linearly

independent.

Oy U
8;)@ =0. Set k = Zi:aiy)\i ,

M
Proof. Let a; € R, 1 < ¢ < M be such that Zai
i

using (10) k is solution of

9% 4 Ok _Ak+puk = 0 in Q,
k(0,a, ) = 0 in  Qa,
A
k(t,0,x = / k(t,a,x)da in ,
( ) ; Bk( ) Qr (20)
M ~
k = > a&ixs, on %
i=1
% = 0 on U x 7.

M
Assumption (12) allows us to say that £k = 0in (). Therefore, we deduce that Z aia.xgl =
i=1
0 on X. Then it follows from (11) that o; = 0 for 1 <7 < M . The second assertion of the
lemma follows immediately.
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Now, let us prove Theorem 1. To this end, we interpret (5) and (6). Actually, in view
of (4), the stationary condition (5) and respectively the sensitivity conditions (6) hold if
and only if

6y7' ayT ~0 ~0
/U/O ho 2 dtdadF+/UAw V" tdadl = 0.9, | 2o <1 (21)

and

/ /ho(mdtdadﬁr/ /way&' dtdadl = ¢;,1 < i < M. (22)

Therefore, in order to transform equation (21), we consider the following adjoint equation

—% — % —Aq+ﬂq = ﬁQ(t,O,fE) in Q’
q = hoxo +wxy (?n 2, (23)

q(fT7 a, x) = 0 mn QA7

q(t, A, z) = 0 in - Qr,

Since hoxo + wx, € L*(X), the assumptions (H1) — (H2) ensure that that (23) has a
unique solution ¢ € L?(Q). Now multiplying both sides of the differential equation in (23)
by y, solution of (9) and integrating by parts in @, we get

A
/ / ho 2V dtdadr + / / w2 dtdadr = / / q(0, a,2)5°dadz ¥ §° € LX(Q4) (24)
UvJo ov UJy ov 0 ~
Thus, the condition (5) or (21) holds if and only if

q(0,a,z;v) =0 inQyu. (25)

Then, multiplying both sides of the differential equation in (23) by y,, solution of (10)
and integrating by parts in @), we have

/ / ho O, dtdadl +/ /waw‘" dtdadl’ = @é.xrldtda, 1<i< M.
vJo 8V UJy (91/ b3 67/

Thus, the condition the condition (6) or (22) is equivalent to

94

5 Gxrydtda =¢;, 1<i<M. (26)
», OV

Now, consider the matrix

T (A 11 Oy,
< / / / 1%, %dtdadF> .
0 0 70 81/ GV 1<ij<M
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Since this matrix is symmetric positive definite therefore, there exists a unique wg € Yy
such that

C —/ / ho Gy dtdadl :/ /wo Oy, dtdadl. 1<i< M (27)
vlo = Ov vy OV

Consequently, combining (27) with (22), we observe that condition (6) ( or the constraints
(26)) holds if and only if

’LU—UJOZ—UEYL,

where Y is given by (13). Replacing w by wy — v in the second expression of (23), we
obtain (15). We just have proved that the sentinel problem (4) — (7) hold if and only if
null controllability problem with constraint on the control (14) — (16) has a solution.

Remark 5. If £ is the set of admissible control v € L*(U x v) such that (14) — (16) is
satisfied, then £ is a closed convex subset of L>(U x ). Since wy — & is also a closed
convex subset of L?>(U x ), we can obtain w to be of minimum norm in L*(U x v) by
minimizing the norm of wo — v when v € €. Then the pair (v, q(v)) satisfying (14) — (16)
necessarily provides a control w satisfying (7)

3. Study of the boundary null-controllability problem with constraint
on the control

In this section, we prove existence of the solution of the boundary null controllability
problem (14) — (16) and of course uniqueness if we want the control to be of minimal norm
among admissible controls. The main tool we use is an observability inequality adapted
to the constraint (14) which itself is a consequence of a global Carleman inequality.

3.1. An adapted Carleman inequality

The observability inequality we are looking for is a consequence of the global Car-
leman’s inequality. We consider an auxiliary function an auxillary function ¢ € C?(Q)
which satisfies the following conditions :

P(x) > 0,Vx €,
V¢ > a,VreQ,

Y(x) = 0,VreT\n, (28)
oY
% < O,VI' el \ Y-

Such a function exists according to A. Fursikov and O. Yu. Imanuvilov [7]. For any
positive parameter value A we define the following weight functions :

Al oo ()
at (A—a) (T —t)’

¢ (ta,z) = (29)
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e2XmYlos _ Mmoo +ib(a))

t = 30
with m > 1. Since ¢ does not vanish in Q, for all s > 0 and A > 0, we set
1 N _ oY
L i (ot 2 o
and we adopt the following notations :
L = 0 + 9 A+ pl
ata da ay (32)
L* = —————A+ul
ot T

1%

{pe C"Oa(@) ,p=0o0n X%}

Using the notations given by (32) and the definition of € given by (31), we have the
following boundary Carleman inequality:

Proposition 1. [Global Carleman inequality] Let 1, and n be defined respectively
by (28) — (30). Then, there exists numbers Ao = Ao (v, ) > 1,80 = so (v, 1, T) > 1,Cp =
Co (v, ) > 0 and C; = Cy (v, 1) > 0 such that for any X > Ng, for any s > sg, for any
p € v, the following estimate holds :

—2sn
/Q es(p (Ipt + pal® + |Ap|?) dadtdz + /Q =2 (s\20|Vp|? + s NP |p|?) dtdada

+Co/ / / e~ %M 8w)| |dtd dr’
I\y
< { / e~ Lp|*dtdadz + / / / 2y |dtdadF (33)

Proof. See [18]

As 1) belong to C?(2) and e 2" is bounded, then % is also bounded in (). Hence,
from Proposition 1, we have this other inequality :

Proposition 2. Let 0 be defined by (31). Then, there exists numbers \g = A\o(€2, 7, u) > 1,
so = 50(Q, v, u, T) > 1, Co = Co(, v, ) > 0, and C; = C1(Q, ~, u) > 0 such that, for
any X > Ao, for any s > sg, and for any p € V,

1,0
//92 (I \2+|Ap|2+|vp|2+|p|2> dtdadF+Co//92| 2P 2 dtdadr

<Gy U \Lp\2dtdada:+/ /\8p|2dtdadf}. (34)
Q Uy Ov
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Lemma 2. Under the assumptions of Lemma 1. Let Y be the real vector subspace of
L*(U x v) of finite dimension defined in (13). Then any function p such that
0 le] .

FTah—Apt+pup = 0 in  Q,
p(ov"') = 0 in QA7
p = 0 on X\,
0,
875"7 € Y7

1s identically zero.

Proof. For any p verifying (35) there exists a; € R, 1< i < M, such that 9o —

ov
Mo 5 M !
Zaia—%. We set z = p — Z%‘yzﬂ Using (10), we have
i=1 1=1
% + % —Az+pz = 0 in Q,
z(O, . ) =0 in QA7 (36)
p = 0 on X\Xi,
% 0 on U x~.

As vy c '\ T'1, we have z = 0 and % = 0in U x . Then it follows from (12) that
M

z =0 in Q. Consequently, we deduce on the one hand that p = Z a;y; and on the other

=1
M

hand that Zaz@- = OonX;. Hence, it follows from assumption (11) that a; = 0 for
i=1
1<i< M. Thus, p=0in Q.

Proposition 3 (Adapted Carleman inequality). Under the Assumption of Lemmal
. Let Y be the real vector subspace of L>(U x 7) of finite dimension defined in (13) and
P be the orthogonal projection operator from L?(U x v) into Y. Let also 6 be the function
defined by (31). Then, there exists numbers \g = Ao(€2, v, u) > 1, so = so(Q2, v, p, T) > 1,
Co=Co(Q, v, u) >0 and C; = C1(Q, v, p) > 0 such that, for any X > Ao, for any s > s,
and for any p € V,

1 9p / 2 // dp  Ip
/U /Q 525, [Pdtdad _01[ Q| p|dtdadz + g 7| 5~ oy dtdad (37)

Proof. As in [9], we use a well known compactness-uniqueness argument and the
inequality (34). Indeed, suppose that (37) does not hold. Then for any j € N, there exists

pj € V such that
1
/U/Q |Lp;*dtdadx < 7 (38)
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/U/\Pay ~ % Patdadr < 2 (39)

1
/ / apj 2dtdadl = 1. (40)

In what follows, we prove in three steps that (38) — (40) yields contradiction.

Step 1. We have

//92\138”]; dtda dF<2// Q\Papﬂ dtdadl

+2//92|Pap’—ap’ |2dtdadr.

Since 9% is bounded, using (38) and (39), it follows that there exists a positive constant
C such that

(41)

a .

Vi €N, / / | P22 124t dadl < C. (42)
U J~ aV

As %y, = P%x, + (%x, — P%y.,), using (40) and (42), we obtain
Ip;
” ’ ”LQ(U><»y) <C. (43)
1 |9p; 2
Step 2. Let L2 (3,U x v) = {p € L*(U x Q);/U/Fe2 2| dtdadl’ < oo}.

Then in view of (40) and (43), we deduce from (34) that ( + gg), (%) (Vpj), (pj)

and (Ap;) are bounded in L? (%, U x 7). Let us the take a subsequence still denoted by
(p;) such that

1
pi — p weakly in L2(§, U x ), (44)

9pj _ 9p ool
9 " 2 weakly in L (5,

Then follows from (28) — (30) and the definition of % given by (31) that (p;) and (Ap;)
are bounded in L2(]3, T — B[x]a, A — a[xQ) for any 3 > 0 and any « > 0. In particular,
for all 8 > 0 and any « > 0, we have

U x 7). (45)

p; — p weaklyin L*(18, T — B[x]a, A — a[xQ)

% N @ ) 2
5 " B weakly in L*(]8, T — B[x]a, A — a[x).

which implies that
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pj — p weakly in D'(Q)

5 _ 9p
ov v
Therefore, we get from (38) and (43) that

weakly in D'(X).

Lp; — Lp =0 strongly in L*(U x Q), (46)
dpj _ Op -
ey ey strongly in L*(U x 7). (47)

And, since P is a compact operator, we deduce from (47) that

opj 0
P% — Pa—i strongly in L?(U x ). (48)
In view of (39), we also have
opj 0
% - P 8[1)/] — 0 strongly in L?(U x 7). (49)

Thus combining (48) and (49), we get

Ip; Ip; 2
PW — 5 strongly in L*(U X 7). (50)

Thanks to the uniqueness of the limit in L2(U x ) , the convergence relations (48)-(49)
and (50) imply that ng = gﬁ X~ - This means that %X’Y €Y . We thus have proved
that p verifies (35). Hence thanks to Lemma 2, p is identically zero.

Therefore, (50) becomes

Op;

5 0 strongly in L*(U x 7). (51)
v

Step 3. Since p; € v, it follows from the observability inequality (34) that

/ / ! 8p]| dtdadl’ < Cy [/ |Lpj|? dtdad:z:+/ /|8p]| dtdadI’] .

Therefore passing this latter inequality to the limit while using (46) and (51), we obtain

}lim//|8pj|2dtdada::0.
J—ooJu Jo 61/
)

The contradiction occurs with (40
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3.2. Proof of Theorem 2

In this subsection, we are concerned with the proof of Theorem 2. That is, the optimal-
ity system for the control © such that the pair (v;§) verifies (14) — (16). Since a classical
way to derive this optimality system is the method of penalization due to J.L.Lions [11],
here we use this method.

Step 1. Let wg be defined by (27). If v € Y+ and ¢ is solution of (15) then ¢(0,.,.) €
L?(Q4) and we can define the functional

1 1
Je(v) = 5 llwo — VllZ2@wwy + 2*6HQ(03 )2 (52)

We consider the optimal control problem: Find v, € Y such that

Je(ve) = min Je(v) (53)
Since Y is a closed and convex subset of L?(U x ), it is classical to prove that there
exists a unique solution to (53). If we write g. the solution of (15) corresponding to v
using an adjoint state p. , we have that the triplet

(ge , pe ve ) is solution of the first order optimality system:

L*q. = Bqc(t,0, ) in  Q,
qe(Ta (l,l’) = 0 %n QA7 (54)
q€(ta A,ﬂf) = 0 1 QT7
qe = hoxo + (wo —ve)xy on X,
Lpe = 0 in @,
pg(O,a,a:) - %QE(Oaaux) iIl QA7
A (55)
pe(t707x> = / /B(ta a,x)pe(t, a,x)da in QT;
0
Pe = 0 on X,
0 0
ve = (woxy = 5x3) = Plwxs — Zox,) € Y (56)

Step 2.

Multiplying the state equation (54) by pe and integrating by parts over @, we get

1 2 o 8ps ape
“llge(0, )72 —/U/Oho o dtdr+/U/y(wo ve) 5 <t
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Which in view of (56) and the fact that v, € Y+ give

Op.
*Ilqe( v M2 // < dtdl

d
/ /(wo — ) (wo — ve — P(woxy — %XV))dtdF.

—//hoapédtdr
UJo 81/

o,
= w0 = vz + [Py iz + | [ wogpeder.
UJy v

Ason U x v

d
wo — ve = Pwoxy + (I — P) ;; X~y

We have that

ap
lwo = vell 2y = I = P) X 72wy + 1Pw0X 7200

so that

1 Op. op.
100, gy + 10 = PV By = [ [t dar

0
+//w0 Pe dtdr.
U Jy 81/
This implies that

1 Ip, 1 dp.” 1
EHQe(Oa-a-)H%?(QA)+H<I_P)6VX’YH%2(U><7)S(//(Hho)thdF)Q(//0 £ dtdl’)z

1
// (Owo)2dtdT)z //28”6 dtdr)z.
Y

57)

If we apply the adapted Carleman inequality (37) to p. we obtain

//1 8p€|dtdF<0//|I

where C' > 0 is independent of e. From (57), the choice of wg € Yy and the hypothesis on
hg, we deduce that

2dtdal, (58)

0,
1ge(0, -+, M2,y + 31T = PY XA 1 1)

< C(//02|w0|2dtdadr+//02|h0|2dtdadr)%
UJw UJO

(59)

and then

[vell 22 (17 ¢ gC(/ /erwo\thdaerr//92\hoy2dtdadr)% (60)
UdJ~ UJO
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lgexwllZ 2.y < //02ywoy dtdadr+//921h0\ dtdadl)?

In view of (58) and (59), we get

) < C( //02|w0| dtdadr+//92|ho\2dtdadr)%

and using (59) and the fact that # is bounded, we have

18,0

1,0
I5P ” 22w < O //92]w02dtdadf+//92\ho| dtdadl')?

1292

(61)

Therefore, Y being a finite dimensional vector subspace of L?(U x 7),we deduce that

||P8p€|yL2(UM) <C(/ /92|w0|2dtdadr+//e2|ho2dtdadr)%
UJ~ vuJo

from which we deduce by using (59) that

IIa'OEIILz (Ux) <C(/ /92wo\2dtdadr+//92|h0|2dtdadr)%
UJ~ UJO

Using Proposition 2 , we have that

B
//92 pé|2+|APe|2+IVpel2+lpel )dtdadl

<c//02|w0|2dtdadr+//92|h0|2dtdadr)%

Step 3.

(63)

(65)

We prove the convergence of (v, ¢c). and p, towards v, ¢ and p as e — 0. According
o (60), (61) and (62) we can extract subsequences of (ve, ge)e ( still called (ve, gc)e

) such that

ve =¥ weakly in L2(U x 7),

ge —q weakly in L*(U; Hy(92)),

1 ~
—pe — p  weakly in L*(

1
) 7’Q)'

6

As v, belong to Y+ which is closed vector subspace of L?(U x v), we have

TevYt.

(69)
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The traces (q(0, .,.), q(.,0,.)), (¢(7},.,.), (., A,.)) and g—g exists and belong respec-
tively to (L2(Q4))? x (L*(Q7))? and L%(X)(see [8]).

So, using (66) and (67) while passing (54) to the limit as e — 0, we can prove
that

q is solution of

Lq = Bq(t,0,z) n Q,
({Z:(T’ a” x) = 0 ln QA? (70)
Q(ta A7 :E) = 0 mn QT’
q = hoxo + (wo—?)xy on X,
and it follows from (59) that
qc(0,.,.) = (0, .,.) = 0 weakly in L*(Q). (71)

In view of (69), (70) and (71), (v, q) verifies the null controllability (14) — (16) and
there exists a solution to the boundary null controllability problem. Moreover, it is
clear from (68) that p satisfies

Lp = 0 in @
A
p(t,0,x2) = / B(t,a,x)p(t,a,x)da  in Qr,
0
p = 0 on X
From (64)
9p.  9p 1o
671/6 mr weakly in L“(U x =) (72)

We know on the one hand that (v, ¢) is solution to null controllability (14) — (16) ,
and on the other other hand that, there exists a unique v € € such that (wg — 9) is
of minimal norm in L2(U x 7). If we denote by § the corresponding solution to (15),
we have ¢(0,.,.) =0 and, as v € &,

1 N 1 "
ino — UGH%Q(UX'y) < Je(vﬁ) < Je(v) = 5”100 - UH%Q(UX'y)

and

1 ~112 1 2
§||w0 — 0llZ2xqyy < 5”“’0 = Vel Z2w )

Using (66)

o] 2 1 112
liminf S flwo — vell72(7x) 2 5llwo = Ol T2wxs)
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Hence,

and

ve =T strongly in L>(U x 7).

Writing p = p , we obtain
~ op
— (1= 7) (o, - ).
4. Formulation of the sentinel with given sensitivity and identification
of parameters \;
According to Theorem 2, if we replace in (4) w by

op

v=~P I-P)| —

o= Plun) + (1= P) (5 ).

the function S defined by
SO, //h (A, 7)dtd dF+/ /(P( o)+ (= P22 (A 7)dtdadr
™) 081/ Tiavea U Jy a1 gy VY TIEAAEE

is such that (w, S(w)) verified the sentinel problem (4) — (7). To estimate the parameters
Ai , one proceeds as follows: assume that the solution of (1) when A = 0 and 7 = 0 is
known. Then, one has the following information

S(\,7) Z)\

Therefore, fixing i € {1,..., M} and choosing

S a8
o, —(0,0) = Oforj#zandaA

one obtains the following estimate of the parameter A;:

(0, 0) = ¢,

N & 2 (SO, 7) — 8(0,0)),

(&
we deduce that

e o o)}
L (o () (- )

where mg is a measure of the flux of the population taken on the observatory O U~ and
Yo is solution of (1) when A =0 and 7 = 0.
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