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#### Abstract

Let $F$ be a real valued generalized biaxisymmetric potential (GBASP) in $L^{\beta}$ on $S_{R}$, the open sphere of radius $R$ about the origin. In this paper we have obtained the necessary and sufficient conditions on the rate of decrease of a sequence of best harmonic polynomial approximates to $F$ such that $F$ is harmonically continues as an entire function GBASP and determine their $(p, q)$ order and generalized $(p, q)$-type with respect to proximate order $\rho(r)$.
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## 1. Introduction

Let $F=F(x, y)$ be a real-valued regular solution of the generalized biaxisymmetric potential (GBASP) equation

$$
\begin{equation*}
\frac{\partial^{2} F}{\partial x^{2}}+\frac{2 \mu}{y} \frac{\partial F}{\partial y}+\frac{\partial^{2} F}{\partial y^{2}}+\frac{2 \nu}{x} \frac{\partial F}{\partial x}=0, \mu, \nu>0 \tag{1.1}
\end{equation*}
$$

which are even in $x$ and $y$. A polynomial of degree $n$ which is even in $x$ and $y$ is said to be a GBASP polynomial of degree $n$ if it satisfies (1.1). A GBASP F, regular about origin, have local expansions of the form

$$
\begin{equation*}
F(x, y)=\sum_{n=0}^{\infty} a_{n} R_{n}^{\left(\mu-\frac{1}{2}, \nu-\frac{1}{2}\right)}(x, y), \tag{1.2}
\end{equation*}
$$
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$R_{n}^{\left(\mu-\frac{1}{2}, \nu-\frac{1}{2}\right)}(x, y)=\left(x^{2}+y^{2}\right)^{n} P_{n}^{\left(\mu-\frac{1}{2}, \nu-\frac{1}{2}\right)}\left(\frac{\left(x^{2}-y^{2}\right)}{\left(x^{2}+y^{2}\right)}\right) / P_{n}^{\left(\mu-\frac{1}{2}, \nu-\frac{1}{2}\right)}(1)$, where $x=r \cos \theta, y=$ $r \sin \theta$ and $P_{n}^{\left(\mu-\frac{1}{2}, \nu-\frac{1}{2}\right)}(t)$ are Jacobi polynomials [1, 17]. The series (1.2) can be represented in $(r, \theta)$ by

$$
F \equiv F(r, \theta)=\sum_{n=0}^{\infty} a_{n} r^{2 n} P_{n}^{\left(\mu-\frac{1}{2}, \nu-\frac{1}{2}\right)}(\cos 2 \theta) .
$$

Let $S_{R}=\left\{(x, y): x^{2}+y^{2}<R^{2}\right\}, 0<R \leq \infty$, be the open sphere of radius $R$ about the origin and $\overline{S_{R}}$ be the closure of $S_{R}$. In this paper we consider those GBASP $F \in L^{\beta}\left(S_{R}\right), 1 \leq \beta<\infty$, that harmonically continue as an entire function GBASP. The characteristic feature follows from the rate of convergence of a sequence of best GBASP polynomial approximates to $F$ in $L^{\beta}\left(S_{R}\right)$. The concepts of index-pair $(p, q), p \geq q \geq 1$, $(p, q)$-order and $(p, q)$-type were introduced by Juneja et al. [15, 16]. Following the Juneja et al. $[15,16]$ the $(p, q)$-order of an entire GBASP function is defined as

$$
\lim _{r \rightarrow \infty} \frac{\operatorname{sug}^{[p]} M(r, F)}{\log ^{[q]} r}=\rho(p, q) \equiv \rho,
$$

and, the function having $(p, q)$-order $\rho(b<\rho(p, q)<\infty)$ is said to be of $(p, q)$-type $T$ if

$$
\lim \sup _{r \rightarrow \infty} \frac{\log ^{[p-1]} M(r, F)}{\left(\log ^{[q-1]} r\right)^{\rho}}=T(p, q) \equiv T,
$$

where $M(r, F)=\max _{x^{2}+y^{2}<r^{2}}\{|F(x, y)|\}, \mathrm{b}=1$ if $p=q$ and $\mathrm{b}=0$ otherwise.
For entire function GBASP the growth of this sequence is used to calculate the $(p, q)$ order and generalized $(p, q)$-type with respect to proximate order $\rho_{p, q}(r)$. The function in the class $L^{\beta}\left(S_{\infty}\right)$ are called entire GBASP. The growth parameters $(p, q)$-order $\rho(p, q)$ and $(p, q)$-type $T(p, q)$ of entire function GBASP $F$ for $(p, q)=(2,1)$ have been studied in $L^{\beta}\left(S_{R}\right)$ by McCoy [14], but these concepts are inadequate to compare the growth of those entire function GBASP which are of the same order but of infinite type. Hence, for a refinement of the above scale one may utilize the concept of proximate order cf. [4, 11].

A positive function $\rho(r)$ defined on $\left[r_{0}, \infty\right), r_{0}>\exp ^{[q-1]} 1$, is said to be a proximate order of an entire function with index-pair $(p, q)$ if
(i) $\rho(r) \rightarrow \rho(p, q) \equiv \rho$ as $r \rightarrow \infty, b<\rho<\infty$;
(ii) $\bigwedge_{[q]}(r) \rho^{\prime}(r) \rightarrow 0 \quad r \rightarrow \infty$,
where $\rho^{\prime}(r)$ denotes the derivative of $\rho(r)$, and $\bigwedge_{[q]}(r)=\prod_{i=0}^{q} \log ^{[i]} r$.
The $(p, q)$-type $T^{*}$ of $F$ with respect to a given proximate order $\rho(r)$ is defined as

$$
\limsup _{r \rightarrow \infty} \frac{\log ^{[p-1]} M(r, F)}{\left(\log ^{[q-1]} r\right)^{\rho(r)}}=T^{*}(p, q) \equiv T^{*} .
$$

If the quantity $T^{*}$ is different from zero and infinity then $\rho(r)$ is said to be the proximate order of a given GBASP function $F$ with index-pair $(p, q)$.
P.A. McCoy [14] obtained the results by using integral operator method [2, 4, 6-8], but our method is different from McCoy [14] and the results are the extension of those of McCoy [14].
For the purpose of motivation, it is significant to mention that the Euler-Poisson Darboux equation, arising in gas dynamics, is viewed in terms of equation (1.1) after a transformation and has a variety of physical interpretations. The solution of equation (1.1) which satisfies a suitable radiation condition, corresponding to scattered waves, and their singularities are related to the quantum states of the scattered particles. The GBASP play an important role in many aspects of mathematical physics, in particular, in an understanding of compressible flow in the transonic region (see [14]).

The limit $\mu \downarrow \nu$ produces the generalized axisymmetric potential equation. Reduction of the GBASP equation to the harmonic function follows from the limit $\mu \downarrow 0$ that also reduces the zonal harmonics to the circular harmonics. These functions form complete sets for even harmonic, respectively analytic functions, regular at the origin. The GBASP functions, then, are natural extensions of harmonic or analytic functions.

Let $A_{\beta}\left(S_{R}\right)$ denote the space of GBASP that is regular and analytic in $S_{R}$ with finite norm

$$
\|F\|_{\beta, R}=\left[\iint_{\overline{S_{R}}}|F|^{p} d x d y\right]^{\frac{1}{\beta}}, 1 \leq \beta<\infty,
$$

where $\|.\|_{\beta, R}$ denotes the $L^{\beta}$-norm.
The best polynomial approximation error for the GBASP is defined by

$$
\begin{equation*}
E_{n}^{\beta}(F, R)=\inf _{g_{R, n} \in P_{R, n}}\left\{\left\|F-g_{R, n}\right\|_{\beta, R}\right\}, n=0,1, \ldots, \tag{1.3}
\end{equation*}
$$

with $P_{R, n}=P_{R, n}(z)=P_{n}\left(\frac{z}{R}\right)$; where $P_{n}$ denotes the set of all GBASP polynomials of degree no higher than $n$. For $\beta=\infty$, the above norm is sup norm. For each $n$ there is an extremal GBASP polynomial $g_{R, n}^{*} \in P_{R, n}$ for which $\left\|F-g_{R, n}^{*}\right\|_{\beta, R}=E_{n}^{\beta}(F, R)$.

For GBASP functions there is a large literature concerning the growth and approximation of this topic. Kasana and Kumar [10] studied the growth and approximation of solutions (not necessarily entire) of certain elliptic partial differential equations. They obtained the characterization of $q$-type and lower $q$-type ( $q \geq 2$ ) of a GBASP having fast rates of growth in terms of ratio of approximation errors in $L^{\beta}$ - norm. In [12], Kumar obtained some results for GBASP and the polynomial approximation of pseudo analytic functions, while in [13] Kumar obtained the characterization of growth parameters in terms of axially symmetric harmonic polynomial and Lagrange polynomials approximation errors in $n$-dimensions. In the present paper, using a different technique, we derive formulae for the $(p, q)$-order and generalized ( $p, q$ )-type with respect to a proximate order, of entire GBASP functions in terms of GBASP polynomials approximation errors in $L^{\beta}$ norm. Our results extend and improve the results obtained by McCoy [14].

## 2. Lemmas and Results

To prove our main results the following lemmas are required.
Lemma 2.1. Let $F \in A_{\beta}\left(S_{R}\right)$, then for all $n \in \mathbb{N}$ the following inequality holds:

$$
\left|a_{n}\right| R_{0}^{2 n+2} \leq \frac{\left(\pi R_{0}^{2}\right)^{\frac{1}{n}}(2 n+2)((2 n+\mu+\nu) C(n, \mu, \nu)) \Gamma(n+\alpha+1)}{\Gamma(\alpha+1) \Gamma(n+1)} E_{n-1}^{\beta}\left(F, R_{0}\right)
$$

where

$$
C(n, \mu, \nu)=\frac{\Gamma(n+1) \Gamma(n+\mu+\nu)}{\Gamma\left(n+\mu+\frac{1}{2}\right) \Gamma\left(n+\nu+\frac{1}{2}\right)},
$$

$\alpha=\max \left(\mu-\frac{1}{2}, \nu-\frac{1}{2}\right)$ and $\frac{1}{\eta}+\frac{1}{\beta}=1$.
Proof. From the orthogonality property of Jacobi polynomials and uniform convergence of the series (1.2) on $\overline{S_{R}}$, we have

$$
\begin{align*}
a_{n} \tau^{2 n}= & 2(2 n+\mu+\nu) C(n, \mu, \nu) \int_{0}^{\frac{\pi}{2}}\left(F(\tau, \theta)-g_{\tau, n-1}^{*}(\tau, \theta)\right) \times  \tag{2.1}\\
& \times P_{n}^{\left(\mu-\frac{1}{2}, \nu-\frac{1}{2}\right)}(\cos 2 \theta) \sin ^{2 \mu} \theta \cos ^{2 \nu} \theta d \theta,
\end{align*}
$$

where $g_{\tau, n-1}^{*} \in P_{\tau, n-1}, 0<\tau<R_{0}$. Using [3, p.168]

$$
\begin{equation*}
\max _{-1 \leq t \leq 1}\left|P^{\left(\mu-\frac{1}{2}, \nu-\frac{1}{2}\right)}(t)\right|=\frac{\Gamma(n+\alpha+1)}{\Gamma(\alpha+1) \Gamma(n+1)} \tag{2.2}
\end{equation*}
$$

in (2.1), we obtain

$$
\left|a_{n}\right| \tau^{2 n}=\frac{(2 n+\mu+\nu) C(n, \mu, \nu) \Gamma(n+\alpha+1)}{2 \Gamma(\alpha+1) \Gamma(n+1)} \int_{0}^{2 \pi}\left|\left(F(\tau, \theta)-g_{\tau, n-1}^{*}(\tau, \theta)\right)\right| d \theta,
$$

since $F$ and $g_{\tau, n-1}^{*}$ are even in $x$ and $y$. Multiplying both sides of the above inequality by $\tau d \tau$ and integrating from 0 to $R_{0}$, we get

$$
\begin{align*}
\left|a_{n}\right| R_{0}^{2 n+2} & =\frac{2(n+1)(2 n+\mu+\nu) C(n, \mu, \nu) \Gamma(n+\alpha+1)}{2 \Gamma(\alpha+1) \Gamma(n+1)} \times \\
& \times \iint_{\overline{S_{R_{0}}}}\left|\left(F(x, y)-g_{R_{0}, n-1}^{*}(x, y)\right)\right| d x d y . \tag{2.3}
\end{align*}
$$

For $F \in A_{\beta}\left(\overline{S_{R_{0}}}\right)$, there exists $g_{R_{0}, n-1}^{*} \in P_{R_{0}, n-1}$ such that

$$
\begin{align*}
2 E_{n-1}^{\beta}\left(F, R_{0}\right) \geq & \left\|F-g_{R_{0}, n-1}^{*}\right\|_{\beta, R_{0}} \\
& \geq\left(\iint_{\overline{S_{R_{0}}}}\left|\left(F(x, y)-g_{R_{0}, n-1}^{*}(x, y)\right)\right|^{\beta} d x d y\right)^{\frac{1}{\beta}}  \tag{2.4}\\
& \geq \frac{1}{\left(\pi R_{0}^{2}\right)^{\frac{1}{\eta}}} \iint_{\overline{S_{R_{0}}}}\left|\left(F(x, y)-g_{R_{0}, n-1}^{*}(x, y)\right)\right| d x d y .
\end{align*}
$$

Now combining (2.3) and (2.4) we get the required result.
Let $w=\psi(z)$ be the univalent function mapping the complement of $\overline{S_{R}}$ on $|w|>1$ such that $\psi(\infty)=\infty$ and $\psi^{\prime}(\infty)>0$. Set $S_{R}=\{z: \psi(z)=r, r>1\}$. Then

Lemma 2.2. Let $F \in A_{\beta}\left(S_{R}\right)$ be an entire GBASP function of $(p, q)$-order $\rho$ and generalized $(p, q)$-type $T^{*}$ with respect to $\rho(r)$. Then

$$
\begin{gathered}
\lim \sup _{r \rightarrow \infty} \frac{\log ^{[p]} \overline{M(r, F)}}{\log ^{[q]} r}=\rho, \\
\limsup _{r \rightarrow \infty} \frac{\log ^{[p-1]} \overline{M(r, F)}}{\left(\log ^{[q-1]} r\right)^{\rho(r)}}=\frac{T^{*}}{\gamma},
\end{gathered}
$$

where $\overline{M(r, F)}=\max _{z \in S_{R}}|F|, \gamma=R^{-\rho}$ for $q=1$ and $\gamma=1$, otherwise.
This lemma is an immediate consequence of [18, Lemma 3.1].
Lemma 2.3. Let $F \in A_{\beta}\left(S_{R}\right), r^{\prime}>1$, be an entire GBASP function. Then, for all sufficiently large values of $n$, we have

$$
\begin{equation*}
E_{n}^{\beta}(F, R) \leq K \overline{M(r, F)}(n+1)^{\alpha+\frac{1}{2}}\left(\frac{r^{\prime} R}{r}\right)^{2(n+1)}, \tag{2.5}
\end{equation*}
$$

where $K$ is a constant independent of $n$ and $r$ and $r>2 r^{\prime} R$.
Proof. Let us consider the GBASP polynomial

$$
g_{n, r}=\sum_{k=0}^{\infty} a_{k} r^{2 k} P_{k}^{\left(\mu-\frac{1}{2}, \nu-\frac{1}{2}\right)}(\cos 2 \theta) .
$$

Then $g_{n, r} \in P_{n, r}$. Using the definition of approximation error $E_{n}^{\beta}(F, R)$ for all $r, 0<r<R$, we get

$$
\begin{align*}
E_{n}^{\beta}(F, R) \leq & \left|F-g_{n, r}\right|_{\beta, R} \\
& \leq \sum_{k=n+1}^{\infty}\left|a_{k}\right| R^{2 k}\left|P_{k}^{\left(\mu-\frac{1}{2}, \nu-\frac{1}{2}\right)}(\cos 2 \theta)\right|  \tag{2.6}\\
& \leq \frac{1}{\Gamma(\alpha+1)} \sum_{k=n+1}^{\infty}\left|a_{k}\right| R^{2 k} \frac{\Gamma(k+\alpha+1)}{\Gamma(k+1)} .
\end{align*}
$$

For $F \in A_{\beta}\left(S_{R}\right)$, we have [5]

$$
\begin{equation*}
\left|a_{k}\right| \leq \frac{\overline{M(r, F)}}{r^{2 k}}[(2 k+\mu+\nu) C(k, \mu, \nu) C(\mu, \nu)]^{\frac{1}{2}} \tag{2.7}
\end{equation*}
$$

for every $r<R$.
Combining (2.6) and (2.7) we get

$$
\begin{equation*}
E_{n}^{\beta}(F, R) \leq \frac{\overline{M(r, F)}}{\Gamma(\alpha+1)}(C(\mu, \nu))^{\frac{1}{2}} \sum_{k=n+1}^{\infty} \frac{\Gamma(k+\alpha+1)}{\Gamma(k+1)}[(2 k+\mu+\nu) C(k, \mu, \nu)]^{\frac{1}{2}}\left(\frac{R}{r}\right)^{2 k} \tag{2.8}
\end{equation*}
$$

Since $\frac{\Gamma(x+a)}{\Gamma(x)} \sim x^{a}$ as $x \rightarrow \infty$, we have

$$
\frac{\Gamma(k+\alpha+1)}{\Gamma(k+1)}[(2 k+\mu+\nu) C(k, \mu, \nu)]^{\frac{1}{2}} \sim \sqrt{2} k^{\alpha+\frac{1}{2}} \quad \text { as } \quad k \rightarrow \infty
$$

Hence

$$
\frac{\Gamma(k+\alpha+1)}{\Gamma(k+1)}[(2 k+\mu+\nu) C(k, \mu, \nu)]^{\frac{1}{2}}<2 \sqrt{2} k^{\alpha+\frac{1}{2}} \quad \text { for } \quad \text { all } \quad k>k_{0}
$$

Thus, for $n>k_{0}$ and $r>2 r^{\prime} R$, using (2.8) with above inequality, we obtain

$$
\begin{aligned}
E_{n}^{\beta}(F, R) \leq & \frac{\overline{M(r, F)}}{\Gamma(\alpha+1)} 2(2 C(\mu, \nu))^{\frac{1}{2}} \sum_{k=n+1}^{\infty} k^{\alpha+\frac{1}{2}}\left(\frac{r^{\prime} R}{r}\right)^{2 k} \\
& \leq \frac{\overline{M(r, F)}}{\Gamma(\alpha+1)} 2(2 C(\mu, \nu))^{\frac{1}{2}}(n+)^{\alpha+\frac{1}{2}}\left(\frac{r^{\prime} R}{r}\right)^{2(n+1)} \sum_{k=0}^{\infty}\left(1+\frac{k}{k_{0}+1}\right)^{\alpha+\frac{1}{2}}\left(\frac{r^{\prime} R}{r}\right)^{2 k}
\end{aligned}
$$

Hence the proof is completed from the above inequality.
Lemma 2.4. Let $F \in A_{\beta}\left(S_{R}\right), R>R_{*}$, be an entire GBASP function. Then

$$
\begin{equation*}
h(z)=\sum_{n=1}^{\infty}\left[\frac{2(n+1)(2 n+\mu+\nu) C(n, \mu, \nu)(n+1)^{\alpha}}{\Gamma(n+1)}\right]^{2} E_{n-1}^{\beta}(F, R)\left(\frac{z}{R_{*}}\right)^{2 n} \tag{2.9}
\end{equation*}
$$

is entire. Further, $\rho(F)=\rho(h)$ and for $b<\rho(F)=\rho(h)<\infty, T^{*}(F)=\gamma T^{*}(h)$.
Proof. Since

$$
\begin{array}{r}
{\left[\frac{2(n+1)(2 n+\mu+\nu) C(n, \mu, \nu)(n+1)^{\alpha}}{\Gamma(n+1)}\right]^{\frac{1}{2 n}} \sim\left(\sqrt{2(n+1)} \sqrt{2} n^{\alpha+\frac{1}{2}}\right)^{\frac{1}{n}} \rightarrow 1} \\
\text { as } n \rightarrow \infty
\end{array}
$$

it follows from Lemma 2.2 that $h(z)$ is entire and

$$
E_{n}^{\beta}(F, R) \leq K \overline{M(r+1, F)}\left(\frac{r^{\prime} R}{r+1}\right)^{2 n}
$$

we have

$$
h(z)=\sum_{n=1}^{\infty}\left[\frac{2(n+1)(2 n+\mu+\nu) C(n, \mu, \nu)(n+1)^{\alpha}}{\Gamma(n+1)}\right]^{2} E_{n-1}^{\beta}(F, R)\left(\frac{z}{R_{*}}\right)^{2 n}
$$

so we get

$$
\begin{align*}
M\left(\frac{r}{R r^{\prime}}, h\right) \leq & Q(r)+K \overline{M(r+1, F)} \sum_{n=0}^{\infty}\left[\frac{r}{R_{*}(r+1)}\right]^{2 n}  \tag{2.10}\\
& =Q(r)+K \frac{R_{*}^{2}(r+1)^{2} \overline{M(r+1, F)}}{(r+1)^{2} R_{*}^{2}-r^{2}}, r^{\prime}>1,
\end{align*}
$$

where $Q(r)$ is a polynomial for all sufficiently large value of $r$.
On the other hand, using (1.2), (2.2) and Lemma 2.1, we get

$$
\left|\sum_{n=0}^{\infty} a_{n} r^{2 n} P_{n}^{\left(\mu-\frac{1}{2}, \nu-\frac{1}{2}\right)}(\cos 2 \theta)\right|
$$

$$
\begin{aligned}
& \leq\left|a_{0}\right|+\frac{1}{\Gamma(\alpha+1)} \sum_{n=1}^{\infty}\left|a_{k}\right| R^{2 n} \frac{\Gamma(n+\alpha+1)}{\Gamma(n+1)} \leq\left|a_{0}\right|+ \\
& +K K_{0} \sum_{n=1}^{\infty}\left[\frac{2(n+1)(2 n+\mu+\nu) C(n, \mu, \nu)(n+1)^{\alpha}}{\Gamma(n+1)}\right]^{2} \times \\
& \times E_{n-1}^{\beta}(F, R)\left(\frac{r}{R_{0}}\right)^{2 n+2}, z \in S_{R}, R_{0}<R .
\end{aligned}
$$

or

$$
\begin{equation*}
M(r, F) \leq M\left(\frac{r}{R_{0}},\left|a_{0}\right|+K K_{0} h(z)\right) . \tag{2.11}
\end{equation*}
$$

Now the proof follows from (2.10) and (2.11).

## 3. Main Results

In this section we will prove our main results.
Theorem 3.1. Let the GBASP $F \in A_{\beta}\left(S_{1}\right), \beta \geq 1$. Then $F$ harmonically continues as an entire function GBASP if and only if

$$
\begin{equation*}
\lim _{n \rightarrow \infty}\left[E_{n}^{\beta}(F, R)\right]^{\frac{1}{n}}=0 \tag{3.1}
\end{equation*}
$$

Proof. Let $F \in A_{\beta}\left(S_{1}\right)$, then for $0<R<1, F \in A_{\beta}\left(S_{R}\right)$. First suppose that $F$ is entire. Then it follows from Lemma 2.3 that

$$
\limsup _{n \rightarrow \infty}\left[E_{n}^{\beta}(F, R)\right]^{\frac{1}{n}} \leq\left(\frac{r^{\prime} R}{r}\right), r>2 r^{\prime} R .
$$

Thus, for all sufficiently large $r$, we have

$$
\limsup _{n \rightarrow \infty}\left[E_{n}^{\beta}(F, R)\right]^{\frac{1}{n}}=0 .
$$

To prove only if part, suppose that (3.1) holds, then it follows from (2.11) that series on the right hand side of (1.2) converges uniformly on every compact subset of $S_{\infty}$ and GBASP $F$ is entire.

Theorem 3.2. Let the GBASP $F \in A_{\beta}\left(S_{R}\right), r>2 r^{\prime} R$. Then $F$ harmonically continues as an entire function GBASP of finite $(p, q)$-order $\rho$ if and only if

$$
\rho(p, q)=P\left(L^{*}(p, q)\right),
$$

where

$$
L^{*}(p, q)=\limsup _{n \rightarrow \infty} \frac{\log ^{[p-1]} n}{\log { }^{[q]}\left[E_{n}^{\beta}(F, R)\right]^{-\frac{1}{n}}},
$$

and $P\left(L^{*}(p, q)\right)=\left\{L^{*}(p, q)\right.$ if $\quad q<p<\infty, 1+L^{*}(p, q) \quad$ if $\quad p=q=2, \max (1+$ $\left.L^{*}(p, q)\right)$ if $3 \leq p=q, \infty \quad$ if $\left.p=q=\infty\right\}$.

Proof. Using Theorem 3.1, we have $F \in A_{\beta}\left(S_{R}\right)$ is harmonically continues as an entire function GBASP if and only if $h(z)$ is an entire function. Using Lemma 2.4,F and $h(z)$ have same $(p, q)$-order. The remaining part of the proof can be obtain easily.

Theorem 3.3. Let the GBASP $F \in A_{\beta}\left(S_{R}\right), r>2 r^{\prime} R$. Then $F$ harmonically continues as an entire function GBASP of finite $(p, q)$-order $\rho(b<\rho<\infty)$ and generalized $(p, q)$-type $T^{*}$ of $F$ with respect to a proximate order $\rho(r)$ if and only if

$$
\frac{T^{*}(p, q)}{M \gamma}=\limsup _{n \rightarrow \infty}\left[\frac{\phi\left(\log ^{[p-2]} n\right)}{\log ^{[q-1]}\left[E_{n}^{\beta}(F, R)\right]^{-\frac{1}{n}}}\right]^{\rho-A},
$$

where $A=1$ if $q=2, A=0$ if $q \neq 2$ and $M \equiv M(p, q)=\left\{\frac{(\rho-1)^{(\rho-1)}}{\rho^{\rho}}\right.$ if $(p, q)=(2,2)$, $\frac{1}{e \rho}$ if $(p, q)=(2,1), 1$ otherwise $\}$.

The function $\phi(x)$ be the unique solution of the equation

$$
x=\left(\log ^{[q-1]} r\right)^{\rho(r)-A} \Leftrightarrow \phi(x)=\log ^{[q-1]} r .
$$

Proof. Applying Theorem 3 of Nandan et al. [9] to the function $h(z)$ and resulting characterization of $T^{*}=\gamma T^{*}(h)$, with Lemma 2.4, taking together completes the proof.

Remark 3.1. For $(p, q)=(2,1)$, Theorem 3.2 gives the Theorem 2 of P.A. McCoy [14] .
Remark 3.2. For $(p, q)=(2,1)$ and $x=\phi(n)$ is the function inverse to $n=x^{\rho(r)}$, Theorem 3.3 gives the Theorem 3 of P.A. McCoy [14] .

## 4. Conclusions

We estimate formulae for the $(p, q)$-order and generalized $(p, q)$-type with respect to a proximate order of entire GBASP functions in terms of GBASP polynomial approximation errors in $L^{\beta}$-norm, which made it possible to obtain the necessary and sufficient conditions under which a GBASP function harmonically continues to entire GBASP. Our results
improve and extends the results of McCoy [14]. The relevance of our study is due to the fact that GBASP play and important role not only in theoretical mathematical research, but are used in gas dynamics in order to describe different stationary processes. Thus, the special interest are global properties characterising solutions to the partial differential equation that are determined from local properties.

## Acknowledgements

The authors are thankful to the editor for his useful comments, and the referees for their valuable suggestions which improved the paper.

## References

[1] R Askey. Orthogonal polynomials and special functions. In Regional Conference Series in Applied Math., Philadelphia, Pa., 1975. SIAM.
[2] S. Bergman. Integral operators in the theory of linear partial differential equations. Ergebnisse der Math. und ihrer Grenzebiete, heft 23, Springer-Verlag, Berlin and New York, 1961.
[3] D. L. Colton. Partial differential equations in the complex domain. Research Notes in Mathematics Vol. 4, Pitman, San Francisco, Calif, 1976.
[4] S.M. Einstein-Matthews and H.S. Kasana. Proximate order and type of entire functions of several complex variables . Israel J. Math., 92(1-3):273-284, 1995.
[5] A.J. Fryant. Growth and complete sequences of generalized bi-axially symmetric potentials . J. Differential Equations, 31:155-164, 1979.
[6] R. P. Gilbert. Integral operator methods in bi-axially symmetric potential theory . Contrib. Differential Equations, 2:441-456, 1963.
[7] R.P. Gilbert. Function theoretic methods in partial differential equations, Math. in Sci. and Engineering, Vol. 54 . Academic Press, New York, 1969.
[8] R.P. Gilbert. Constructive methods for elliptic equations, Lecture Notes in Math. Vol. 365 . Springer-Verlag, Berlin and New York, 1970.
[9] R.P. Doherey K. Nandan and R.S.L. Srivastava. On the generalized type and lower generalized type of an entire function with index-pair $(p, q)$. Indian J. Pure Appl. Math., 11:1424-1433, 1980.
[10] H.S. Kasana and D. Kumar. The $L^{p}$-approximation of generalized bi-axially symmetric potentials . Int. J. Diff.Eqs. Appl., 9(2):127-142, 2004.
[11] H.S. Kasana and A. Shai. The proximate order of entire Dirichlet Series, Complex Variables . Complex Variables;Theory and Applications, 9(1):49-62, 1987.
[12] D. Kumar. Ultra-spherical expansions of generalized bi-axially symmetric potentials and pseudoanalytic functions . Complex Variables and Elliptic Equations, 53(1):5364, 2008.
[13] D. Kumar. Growth and approximation of solutions to a class of certain linear partial differential equations in $\mathbb{R}^{N}$. Mathematica Slovaca, 64(1):139-154, 2014.
[14] P.A. McCoy. Best $L^{p}$-approximation of generalized biaxisymmetric potentials . Proc. Amer. Math. Soc., 79(3):435-440, 1980.
[15] G.P. Kapoor O.P. Juneja and S.K. Bajpai. On the $(p, q)$-order and lower $(p, q)$-order of an entire function . J. Reine Angew. Math., 282:53-67, 1976.
[16] G.P. Kapoor O.P. Juneja and S.K. Bajpai. on the ( $p, q$ )-type and lower ( $p, q$ )-type of an entire function . J. Reine Angew. Math., 290:180-190, 1977.
[17] G. Szegö. Orthogonal Polynomials, Vol. 23 . Colloquim Publications, Amer. Math. Soc. Providence, R.I., 1967.
[18] T. Winiarski. Approximation and interpolation of entire functions . Ann. Polon. Math., 23:259-273, 1973.

