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#### Abstract

Terrorist activity in the Sahel region has been on the increase for almost a decade. Groups advocating extremist ideologies with a political or religious base are carrying out attacks against states with the aim of imposing a totalitarian ideology, sometimes against a backdrop of political crisis and famine. In this state of crisis and sometimes communal conflict, it is questionable whether ideological terrorism can really be eradicated in the Sahel. In this study, we develop a model of the dynamics of ideological terrorism based on the terrorism situation in the Sahel. In particular, this model incorporates popular resistance to terrorism through the class of volunteers for the defense of the homeland, but we also take into account the indoctrination of certain sections of the population vulnerable to fanatical ideology. We estimate $\mathcal{R}_{0}$, the number of elementary replications of extremist behavior, which enables us to predict the evolution of extremism. We also identify four thresholds $\mathcal{R}_{1}, \mathcal{R}_{2}, \mathcal{R}_{3}$ and $\mathcal{R}_{4}$ of sufficient conditions for the eradication of ideological terrorism and brigandage. A multi-objective optimal control of a counter-terrorism strategy is also presented. Finally, we perform a numerical simulation of the analysis and control results to test our hypotheses.
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## 1. Introduction

Africa's Sahel region faces major security challenges, not least terrorism, which poses a considerable threat to regional stability. Several terrorist groups operate in the region,
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including Al-Qaeda in the Islamic Maghreb (AQIM), the Group for Support of Islam and Muslims (GSIM), Boko Haram and the Islamic State in the Greater Sahara (ISGS). Their motivations vary, ranging from radical ideological claims to local rivalries for control of resources and territory, to funding opportunities through illicit trafficking. These groups employ a variety of tactics, including bomb attacks, ambushes and kidnappings, often targeting security forces, critical infrastructure and civilian populations. Fragile institutions, poverty, high unemployment and ethnic tensions contribute to the region's vulnerability. International responses include efforts to support Sahel governments through training, capacity building and security cooperation, but a holistic, long-term approach is needed to effectively tackle the root causes of instability and insecurity.

Let us note that, evolving in time and space, terrorism is not an easy concept to define. International law is unable to give it a clear definition. When we speak of terrorism, we generally mean terrorist methods. Oscillating and unpredictable, the means used by terrorists have varied greatly over time, as have their objectives. The threat seems to come from nowhere to strike anywhere. This raises the question of the purpose of terrorist organizations, which operate in the shadows, making them difficult to catch. There are four main types of terrorism: individual terrorism, caused by rebels, anarchists or nihilists (who accept moral freedom); organized terrorism, advocated by groups defending different ideologies; state terrorism and cyber terrorism. These various forms of terrorism are motivated by vengeful hatred (hatred based on a person's determination to avenge the abuses for which their enemies are responsible), deterrence (so that the terrorized population can exert pressure on their government), propaganda (to strike an emotional chord), and provocation (to push a government to react excessively). Thus, terrorist methods have evolved, and although no definitive definition is currently established, we can attempt to understand what terrorist methods and motivations entail. Additionally, terrorist groups are generally driven by significant ideologies that form the basis of their recruitment.

Terrorism represents a significant threat in the contemporary world, garnering serious attention from numerous countries. Among those affected are Burkina Faso, Mali, Niger, Nigeria, and the United States of America, among others. Consequently, these nations spare no effort in implementing measures to mitigate the risk of attacks. They tailor local and global security initiatives to their specific circumstances in order to protect themselves effectively. Despite serious attempts to establish frameworks for analyzing the dynamics of human behavior [14], [6], [26], [18], there is still no comprehensive mathematical framework or approach for systematically studying human behavior. Similarly, there is no comprehensive mathematical framework or approach for the systematic study of the transmission of ideas [9]. Nevertheless, a wide range of mathematical modeling problems related to evolution, contagion or propagation phenomena have been explored. These efforts encompass programs using paradigms rooted in evolutionary biology, with notable contributions from sources such as [6], [26], [18]. However, there is no longer any doubt that mathematical modeling can play a very important role in understanding and solving these critical problems. We can cite work on migration and crowd behavior $[7],[28],[20]$,
work on crime [12], [13], [24], [17], [15], [16], [27], [22], gang membership [30], [2], [8]. We can also cite works on the dynamics of war [3], [11], [10] and many others.

In this work, we study the dynamics of the transmission of extreme behaviors as a kind of contact process in epidemiology combined with local and global security initiatives, as well as the mode of recruitment of terrorists. In particular, we have designed a model of the dynamics of ideological terrorism in a population developing anti-terrorism and antibrigandage initiatives. This model, which describes the dynamics of ideological terrorism or fanatical insurgency, is inspired on the one hand by the terrorism situation in the Sahel countries, and is characterized by a sequence of thresholds that provide quantitative and qualitative information on the evolution of the permanent insecurity situation. A first local threshold makes it possible to evaluate the number of elementary reproductions of the behavior extremism $\mathcal{R}_{0}$, well known in epidemiology, and to predict the evolution of violent extremism. In addition to this first local threshold, we identify four global thresholds $\mathcal{R}_{1}, \mathcal{R}_{2}, \mathcal{R}_{3}$, and $\mathcal{R}_{4}$ that essentially give us sufficient conditions for the eradication or extinction of the radical core subpopulation of terrorism, fanatical ideology and brigandage respectively. We conclude this study with a numerical simulation and an optimal control analysis. The specifics of the model are described in the next section.

## 2. Model formulation

To aid comprehension of this model, we introduce the following definitions and assumptions: the host population is categorized into two subpopulations. One is a non-radical subpopulation denoted as $\mathcal{G}(t)$, while the other is a radical subpopulation characterized by violent extremism and fanaticism, defined as $\mathcal{D}(t)$.

The non-radical subpopulation comprises individuals not indoctrinated into extreme ideologies and not involved in criminal activities, enjoying their freedom. This subset $\mathcal{G}(t)$ is further divided into four classes: civilians not indoctrinated in extreme ideology and non-combatants denoted as $C(t)$, the defense and security forces referred to as $A(t)$, a highly organized group formed as part of a state's global security initiative, composed of individuals trained in warfare techniques, combat, and counter-terrorism activities, along with elites. Additionally, there are volunteers for homeland defense denoted as $V(t)$, part of a local initiative for vigilance and defense against terrorism and criminal activities, and those who have been removed from the ranks of the defense and security forces designated as $R(t)$.

On the other hand, the radical subpopulation, mainly comprising individuals indoctrinated with extremist ideologies, is divided into six classes, with four being hierarchical. This hierarchy is determined by the level of individual commitment to the ideology, with fanatical individuals assumed to be the most effective in propagating the ideology to vulnerable members of the population, making recruitment a crucial factor. Recruitment in this context is modeled based on previous works [9], [21], [23], [31]. The classes in the
radical subpopulation include: the naive or vulnerable class $S(t)$, consisting of individuals frequently in contact with members of the radical core but not yet converted; the semifanatical class $E(t)$, comprising individuals newly converted to the ideology or not fully committed; the fanatical class $F(t)$, consisting of individuals fully embracing the extreme ideology; and the terrorist class $T(t)$, encompassing all armed individuals participating in acts of terrorism targeting symbols of the state.

In addition to these hierarchical classes within the radical subpopulation, there is the brigand class $B(t)$, comprising individuals not indoctrinated with radical ideologies but engaged in violent criminal activities such as robbery and looting, often operating in gangs. Finally, there is the prisoner class $P(t)$. The dynamics of ideological terrorism or fanatical insurgency are described in the diagram below.


Figure 1: Diagram of the dynamics of ideological terrorism or fanatic insurgency

Where $\Lambda$ represents the turnover constant of class C, $D=S+E+F+T$ designates the radical core strongly dominated by indoctrination, $I=A+V+B+T$ the combatant class, and $N=C+R+A+V+S+E+F+B+T+P$ designates the total population. The conversion rate from class $C, V, A, B, R$, and $P$ to class $S$ is $\beta_{1} \frac{D}{N}$, where $\beta_{1}=\pi_{1} C+\pi_{2} V+\pi_{3} A+\pi_{4} B+\pi_{5} R+\pi_{6} P$ and $\pi_{i}, i \in\{1,2,3,4,5,6\}$ represent the intensity of the recruitment force associated with $D$ on C for $i=1, \mathrm{~V}$ for $i=2$, A for $i=3, B$ for $i=4, R$ for $i=5, P$ for $i=6$. This conversion or recruitment occurs during individual contacts between members of $D$ and individuals not in class $D$. A contact has a broad meaning here as it includes distant contacts (phone calls, emails, etc.). This type of contact is distinguished from contacts in epidemiology. We define $\beta_{2} \frac{E+F+T}{N}, \beta_{3} \frac{F+T}{N}$,
$\beta_{4} \frac{T}{N}$ as the conversion rates from class $S$ to class $E$, from class $E$ to class $F$, and from class $F$ to class $T$ respectively, where $\beta_{2}, \beta_{3}$, and $\beta_{4}$ designate the contact frequency or recruitment force intensity associated with $D$ for classes $S, E, F$, and $T$ respectively.

Similarly, $\omega_{1} \frac{T}{I}, \omega_{2} \frac{T}{I}, \omega_{3} \frac{T}{R+I}, \theta_{1} \frac{T}{P+I}$ represent the recruitment rates into class $T$ of individuals from class $B, A, R$, and $P$ respectively. Additionally, $\omega_{4} \frac{B}{R+I}$ denotes the conversion rate from class $R$ to class $B$, with $\omega_{4}$ representing the intensity of the conversion force in class $B$ acting on individuals in class $R$. We designate by $\theta_{2} \frac{B}{P+I}$ the conversion rate from class $P$ to class $B, \nu_{3} \frac{B}{I}$ the conversion rate from class $A$ to class $B$, where $\nu_{3}$ indicates the intensity of the conversion force in class $B$ acting on individuals in class $A$. The transfer rates in class $P$ for individuals of classes $F, B$, and $T$ under the influence of individuals in class $A$ or $V$ are $\tau_{1} \frac{A+V}{F+I}, \tau_{2} \frac{A+V}{I}, \tau_{3} \frac{A+V}{I}$ respectively. Furthermore, $\alpha_{2} \frac{B}{C+I}$ is the rate of conversion from class $C$ to class $B$, and $\alpha_{1} \frac{T+B}{C+I}$ is the rate of conversion from class $C$ to class $V$. These rates are proportional to the number of contacts per unit of time and the probability of success.

Moreover, $\nu_{1}, \sigma_{1}, \sigma_{2}$ represent the recruitment rates of class $B, V$, and $C$ respectively into class $A$, while $\nu_{2}$ denotes the attrition rate in class $A$. Additionally, $\gamma_{i}, i \in\{1,2,3,4,5,6,7$, $8,9\}$, represents the recovery rate or return to normal civilian life for individuals in classes $S, E, F, A, P, R, B, T, V$ respectively. The assumption about the hierarchy of certain classes in the radical subpopulation implies that $\gamma_{3}$ is extremely small, indicating that the average durations of individuals in the fanatical and terrorist classes are very long ( $\frac{1}{\gamma_{3}} \gg 0$ ).

We denote by $\delta_{i}, i \in\{1,2,3,4,5\}$, the probability of dying following a fight of individuals in class $A$ for $i=1$, of class $V$ for $i=2$, of class $F$ for $i=3$, of class $B$ for $i=4$, and of class $T$ for $i=5$. These probabilities are assumed to be proportional to the numbers of contacts between combatants and the intensity of the nuisance force that each combatant class exerts on its opponents. Hence, we have $\delta_{1}=\zeta_{1} \frac{T+B}{I}, \delta_{2}=\zeta_{2} \frac{T+B}{I}$, $\delta_{3}=\zeta_{3} \frac{A+V}{I}, \delta_{4}=\zeta_{4} \frac{A+V}{I}, \delta_{5}=\zeta_{5} \frac{A+V}{F+I}$, where $\zeta_{i}, i \in\{1,2,3,4,5\}$, represents the intensity of the nuisance force of classes $T$ and $B$ on class $A$ and $V$ respectively for $i=1$ and $i=2$, and of $A$ and $V$ on classes $F, B$, and $T$ respectively for $i=3, i=4$, and $i=5$. Additionally, $\eta$ represents the probability of dying in prison as a result of torture or any other form of maltreatment.

Finally, we assume that all individuals in the total population have the same natural mortality rate $\mu$. Therefore, the model is expressed as follows:

$$
\begin{align*}
\frac{d C}{d t} & =\Lambda+\gamma_{1} S+\gamma_{2} E+\gamma_{3} F+\gamma_{4} A+\gamma_{5} P+\gamma_{6} R+\gamma_{7} B+\gamma_{8} T+\gamma_{9} V-\left(\pi_{1} \frac{D}{N}+\alpha_{1} \frac{T+B}{C+I}+\alpha_{2} \frac{B}{C+I}+\sigma_{2}+\mu\right) C  \tag{1}\\
\frac{d R}{d t} & =\nu_{2} A-\left(\pi_{5} \frac{D}{N}+\omega_{3} \frac{T}{R+I}+\omega_{4} \frac{B}{R+I}+\gamma_{6}+\mu\right) R  \tag{2}\\
\frac{d A}{d t} & =\sigma_{1} V+\sigma_{2} C+\nu_{1} B-\left(\pi_{3} \frac{D}{N}+\nu_{3} \frac{B}{I}+\omega_{2} \frac{T}{I}+\gamma_{4}+\nu_{2}+\mu+\zeta_{1} \frac{T+B}{I}\right) A \\
\frac{d V}{d t} & =\alpha_{1} C \frac{T+B}{C+I}-\left(\pi_{2} \frac{D}{N}+\gamma_{9}+\sigma_{1}+\mu+\zeta_{2} \frac{T+B}{I}\right) V  \tag{4}\\
\frac{d S}{d t} & =\left(\pi_{1} C+\pi_{2} V+\pi_{3} A+\pi_{4} B+\pi_{5} R+\pi_{6} P\right) \frac{D}{N}-\left(\beta_{2} \frac{E+F+T}{N}+\gamma_{1}+\mu\right) S  \tag{5}\\
\frac{d E}{d t} & =\beta_{2} S \frac{E+F+T}{N}-\left(\beta_{3} \frac{F+T}{N}+\gamma_{2}+\mu\right) E  \tag{6}\\
\frac{d F}{d t} & =\beta_{3} E \frac{F+T}{N}-\left(\gamma_{3}+\tau_{1} \frac{A+V}{F+I}+\beta_{4} \frac{T}{N}+\mu+\zeta_{3} \frac{A+V}{F+I}\right) F  \tag{7}\\
\frac{d B}{d t} & =\alpha_{2} C \frac{B}{C+I}+\omega_{4} R \frac{B}{R+I}+\nu_{3} A \frac{B}{I}+\theta_{2} P \frac{B}{P+I}-\left(\pi_{4} \frac{D}{N}+\omega_{1} \frac{T}{I}+\tau_{2} \frac{A+V}{I}+\gamma_{7}+\nu_{1}+\mu+\zeta_{4} \frac{A+V}{I}\right) B  \tag{8}\\
\frac{d T}{d t} & =\beta_{4} F \frac{T}{N}+\omega_{1} B \frac{T}{I}+\omega_{2} A \frac{T}{I}+\omega_{3} R \frac{T}{R+I}+\theta_{1} P \frac{T}{P+I}-\left(\tau_{3} \frac{A+V}{I}+\gamma_{8}+\mu+\zeta_{5} \frac{A+V}{I}\right) T  \tag{9}\\
\frac{d P}{d t} & =\tau_{1} F \frac{A+V}{F+I}+\tau_{2} B \frac{A+V}{I}+\tau_{3} T \frac{A+V}{I}-\left(\pi_{6} \frac{D}{N}+\theta_{1} \frac{T}{P+I}+\theta_{2} \frac{B}{P+I}+\gamma_{5}+\mu+\eta\right) P
\end{align*}
$$

With non-negative initial conditions given by :

$$
\begin{equation*}
C(0)>0 ; S(0) \geq 0 ; E(0) \geq 0 ; F(0) \geq 0 ; V(0) \geq 0 ; A(0)>0 ; R(0) \geq 0 ; B(0) \geq 0 ; P(0) \geq 0 ; T(0) \geq 0, N(0) \leqslant \frac{\Lambda}{\mu} \tag{11}
\end{equation*}
$$

The parameters of the system (1) - (10) are assumed to be all non-negative.

## 3. Mathematical analysis of the model

### 3.1. Existence and uniqueness of solution

The (1) - (10) model is described by a system of first order nonlinear differential equations. It is rewritten as follows:

$$
\begin{equation*}
X^{\prime}(t)=f(X(t)) \tag{12}
\end{equation*}
$$

where $X(t)$ is a column vector of the number of individuals by class, and $f: \mathbb{R}^{10} \rightarrow \mathbb{R}^{10}$ is a fonction.

$$
X(t)=\left[\begin{array}{c}
C(t)  \tag{13}\\
R(t) \\
A(t) \\
V(t) \\
S(t) \\
E(t) \\
F(t) \\
B(t) \\
T(t) \\
P(t)
\end{array}\right]
$$

and

$$
f(x)=\left[\begin{array}{c}
\Lambda+\gamma_{1} x_{5}+\gamma_{2} x_{6}+\gamma_{3} x_{7}+\gamma_{4} x_{3}+\gamma_{5} x_{10}+\gamma_{6} x_{2}+\gamma_{7} x_{8}+\gamma_{8} x_{9}+\gamma_{9} x_{4}-\left(\pi_{1} \frac{x_{12}}{x_{13}}+\alpha_{1} \frac{x_{9}+x_{10}}{x_{1}+x_{11}}+\alpha_{2} \frac{x_{8}}{x_{1}+x_{11}}+\sigma_{2}+\mu\right) x_{1} \\
\nu_{2} x_{3}-\left(\pi_{5} \frac{x_{12}}{x_{13}}+\omega_{3} \frac{x_{9}}{x_{2}+x_{11}}+\omega_{4} \frac{x_{8}}{x_{2}+x_{11}}+\gamma_{6}+\mu\right) x_{2} \\
\sigma_{1} x_{4}+\sigma_{2} x_{1}+\nu_{1} x_{8}-\left(\pi_{3} \frac{x_{12}}{x_{13}}+\nu_{3} \frac{x_{8}}{x_{11}}+\omega_{2} \frac{x_{9}}{x_{11}}+\gamma_{4}+\nu_{2}+\mu+\zeta_{1} \frac{x_{9}+x_{8}}{x_{11}}\right) x_{3} \\
\alpha_{1} x_{1} \frac{x_{9}+x_{8}}{x_{1}+x_{11}}-\left(\pi_{2} \frac{x_{12}}{x_{13}}+\gamma_{9}+\sigma_{1}+\mu+\zeta_{2} \frac{x_{9}+x_{8}}{x_{11}}\right) x_{4} \\
\alpha_{2} x_{1} \frac{x_{1}}{x_{1}+x_{11}}+\omega_{4} x_{2} \frac{x_{8}}{x_{2}+x_{11}}+\nu_{3} x_{3} \frac{x_{8}}{x_{11}}+\theta_{2} x_{10} \frac{x_{8}}{x_{10}+x_{11}}-\left(\pi_{4} \frac{x_{12}}{x_{13}}+\omega_{1} \frac{x_{9}}{x_{11}}+\tau_{2} \frac{x_{3}+x_{4}}{x_{11}}+\gamma_{7}+\nu_{1}+\mu+\zeta_{4} \frac{x_{3}+x_{4}}{x_{11}}\right) x_{8} \\
\beta_{4} x_{7} \frac{x_{9}}{x_{13}}+\omega_{1} x_{8} \frac{x_{9}}{x_{11}}+\omega_{2} x_{3} \frac{x_{9}}{x_{11}}+\omega_{3} x_{2} \frac{x_{9}}{x_{2}+x_{11}}+\theta_{1} x_{10} \frac{x_{9}}{x_{10}+x_{11}}-\left(\tau_{3} \frac{x_{3}+x_{4}}{x_{11}}+\gamma_{8}+\mu+\zeta_{5} \frac{x_{3}+x_{4}}{x_{11}}\right) x_{9} \\
\left(\pi_{1} x_{1}+\pi_{2} x_{4}+\pi_{3} x_{3}+\pi_{4} x_{8}+\pi_{5} x_{2}+\pi_{6} x_{10}\right) \frac{x_{12}}{x_{13}}-\left(\beta_{2} \frac{x_{6}+x_{7}+x_{9}}{x_{13}}+\gamma_{1}+\mu\right) x_{5} \\
\beta_{2} x_{5} \frac{x_{6}+x_{7}+x_{9}}{x_{13}}-\left(\beta_{3} \frac{x_{7}+x_{9}}{x_{13}}+\gamma_{2}+\mu\right) x_{6} \\
\tau_{1} x_{7} \frac{x_{3}+x_{4}}{x_{7}+x_{11}}+\tau_{2} x_{8} \frac{x_{3}+x_{4}}{x_{11}}+\tau_{3} x_{9} \frac{x_{3}+x_{4}}{x_{11}}-\left(\pi_{6} \frac{x_{12}}{x_{13}}+\theta_{1} \frac{x_{9}}{x_{10}+x_{11}}+\theta_{2} \frac{x_{8}}{x_{10}+x_{11}}+\gamma_{5}+\mu+\eta\right) x_{10}
\end{array}\right]
$$

with

$$
x=\left(x_{1}, x_{2}, x_{3}, x_{4}, x_{5}, x_{6}, x_{7}, x_{8}, x_{9}, x_{10}\right) \in \mathbb{R}^{10}
$$

and

$$
\left\{\begin{array}{l}
x_{11}=x_{3}+x_{4}+x_{8}+x_{9} \\
x_{12}=x_{5}+x_{6}+x_{7}+x_{9} \\
x_{13}=x_{1}+x_{2}+x_{3}+x_{4}+x_{5}+x_{6}+x_{7}+x_{8}+x_{9}+x_{10}
\end{array}\right.
$$

The function $f$ is clearly locally lipschitzian with respect to $x$. We then deduce the existence and the uniqueness of the maximal solution to the Cauchy problem associated to the differential equation $(1)-(10)$ related to the initial condition (11).

### 3.2. Positivity of the solutions

For this model of the dynamics of ideological terrorism to be realistic, it is necessary to show that all state variables remain positive at all times.

Proposition 1. (Positivity) The positive orthan $\mathbb{R}_{\geq 0}^{10}$ is positively invariant for the system (1) - (10), and the initial condition (11) ensures the positivity of the solutions of the system (1) - (10) for any time $t>0$.

Proof: We use the barrier theorem [5].
Let us show that the set $\{C \geq 0\}$ is positively invariant. Let $x=(C, R, A, V, S, E, F, B, T, P)$ and consider $L$ an application defined by

$$
\begin{equation*}
L(x)=-C \tag{15}
\end{equation*}
$$

The application $L$ thus defined is differentiable and we have:

$$
\begin{equation*}
\nabla L(x)=(-1,0,0,0,0,0,0,0,0,0) \neq 0_{\mathbb{R}^{10}} . \tag{16}
\end{equation*}
$$

The vector field for $\{C=0\}$ is given by

$$
X(x)=\left[\begin{array}{c}
\Lambda+\gamma_{1} S+\gamma_{2} E+\gamma_{3} F+\gamma_{4} A+\gamma_{5} P+\gamma_{6} R+\gamma_{7} B+\gamma_{8} T+\gamma_{9} V  \tag{17}\\
\nu_{2} A-\left(\pi_{5} \frac{D}{N}+\omega_{3} \frac{T}{R+I}+\omega_{4} \frac{B}{R+I}+\gamma_{6}+\mu\right) R \\
\sigma_{1} V+\nu_{1} B-\left(\pi_{3} \frac{D}{N}+\nu_{3} \frac{B}{I}+\omega_{2} \frac{T}{I}+\gamma_{4}+\nu_{2}+\mu+\zeta_{1} \frac{T+B}{I}\right) A \\
-\left(\pi_{2} \frac{D}{N}+\gamma_{9}+\sigma_{1}+\mu+\zeta_{2} \frac{T+B}{I}\right) V \\
\left(\pi_{2} V+\pi_{3} A+\pi_{4} B+\pi_{5} R+\pi_{6} P\right) \frac{D}{N}-\left(\beta_{2} \frac{E+F+T}{N}+\gamma_{1}+\mu\right) S \\
\beta_{2} S \frac{E+F+T}{N}-\left(\beta_{3} \frac{F+T}{N}+\gamma_{2}+\mu\right) E \\
\omega_{4} R \frac{B}{R+I}+\nu_{3} A \frac{B}{I}+\theta_{2} P \frac{B}{P+I}-\left(\pi_{4} \frac{D}{N}+\omega_{1} \frac{T}{I}+\tau_{2} \frac{A+V}{I}+\gamma_{7}+\nu_{1}+\mu+\zeta_{4} \frac{A+V}{I}\right) B \\
\beta_{4} F \frac{T}{N}+\omega_{1} B \frac{T}{I}+\omega_{2} A \frac{T}{I}+\omega_{3} R \frac{T}{R+I}+\theta_{1} P \frac{T}{P+I}-\left(\tau_{3} \frac{A+V}{I}+\gamma_{8}+\mu+\zeta_{5} \frac{A+V}{I}\right) T \\
\tau_{1} F \frac{A+V}{I}+\tau_{2} B \frac{A+V}{I}+\tau_{3} T \frac{A+V}{I}-\left(\pi_{6} \frac{D}{N}+\theta_{1} \frac{T}{P+I}+\theta_{2} \frac{B}{P+I}+\gamma_{5}+\mu+\eta\right) P
\end{array}\right]
$$

From (16) and (17), we have

$$
\begin{equation*}
\langle X(x), \nabla L(x)\rangle=-\left(\Lambda+\gamma_{1} S+\gamma_{2} E+\gamma_{3} F+\gamma_{4} A+\gamma_{5} P+\gamma_{6} R+\gamma_{7} B+\gamma_{8} T+\gamma_{9} V\right) \leq 0 \tag{18}
\end{equation*}
$$

From (16) and (18), we infer that the sets $\{C \geq 0\},\{R \geq 0\},\{A \geq 0\},\{V \geq 0\}$, $\{S \geq 0\},\{E \geq 0\},\{F \geq 0\},\{B \geq 0\},\{T \geq 0\}$, and $\{P \geq 0\}$ are positively invariant, as established by the application of the barrier theorem. Hence, $\mathbb{R}_{\geq 0}^{10}$ is positively invariant. Additionally, by the initial condition (11), we have $x(0) \in \mathbb{R}_{\geq 0}^{10}$. Since $\mathbb{R}_{\geq 0}^{10}$ is positively invariant, this ensures that all solutions of the system (1) - (10) remain positive for all time $t>0$.

### 3.3. Invariant region

Theorem 1. For initial conditions (11), the solutions of the system (1)-(10) are contained in the positively invariant, compact and attractive region

$$
\begin{equation*}
\Psi=\left\{(C, S, E, F, V, A, R, B, P, T) \in \mathbb{R}_{\geq 0}^{10}: N(t) \leq \frac{\Lambda}{\mu}\right\} \tag{19}
\end{equation*}
$$

## Proof:

Summing the equations (1) to (10), we find :

$$
\frac{d N}{d t}=\Lambda-\mu N-\delta_{1} V-\delta_{2} A-\delta_{3} B-\delta_{4} T-\delta_{5} F-\eta P
$$

Since $A, V, B, T, F, P$ are positive functions and using the positivity of the functions $\delta_{1}$, $\delta_{2}, \delta_{3}, \delta_{4}, \delta_{5}$, given that the constants $\zeta_{1}, \zeta_{2}, \zeta_{3}, \zeta_{4}, \zeta_{5}$ and $\eta$ are strictly positive as well, we get:

$$
\frac{d N}{d t} \leq \Lambda-\mu N
$$

Then

$$
\frac{d}{d t}\left(N-\frac{\Lambda}{\mu}\right) \leq-\mu\left(N-\frac{\Lambda}{\mu}\right)
$$

So the Gromwall inequality give

$$
N(t)-\frac{\Lambda}{\mu} \leq\left(N(0)-\frac{\Lambda}{\mu}\right) e^{-\mu t}
$$

Thus

$$
N(t) \leq \frac{\Lambda}{\mu}+\left(N(0)-\frac{\Lambda}{\mu}\right) e^{-\mu t}
$$

Since $N(0) \leq \frac{\Lambda}{\mu}, \quad$ then $0 \leq N(t) \leq \frac{\Lambda}{\mu}$.
Therefore, all feasible solutions of the model (1)-(10) converge in the region $\Psi$.
4. Analysis of the equilibrium without terrorist, nor brigand nor fanatic $x^{*}$, and basic reproduction rumber $\mathcal{R}_{0}$

### 4.1. Equilibrium without terrorist, nor brigand, nor fanatic $x^{*}$

The uninfected compartments are $\mathrm{C}, \mathrm{R}, \mathrm{A}, \mathrm{V}$ and the infected compartments are $\mathrm{S}, \mathrm{E}, \mathrm{F}$, $\mathrm{B}, \mathrm{T}, \mathrm{P}$. Given that we are at equilibrium without terrorists, fanatics, or robbers then we can discard the P compartment and the infected compartments being $\mathrm{S}, \mathrm{E}, \mathrm{F}, \mathrm{B}, \mathrm{T}$, then an equilibrium solution with $\mathrm{S}=\mathrm{E}=\mathrm{F}=\mathrm{B}=\mathrm{T}=0$ has the form:

$$
\begin{equation*}
x^{*}=\left(C^{*}, R^{*}, A^{*}, 0,0,0,0,0,0\right) \tag{20}
\end{equation*}
$$

with

$$
\begin{aligned}
C^{*} & =\frac{\Lambda\left(\gamma_{6}+\mu\right)\left(\gamma_{4}+\nu_{2}+\mu\right)}{\mu\left[\left(\gamma_{6}+\mu\right)\left(\gamma_{4}+\mu+\nu_{2}+\sigma_{2}\right)+\sigma_{2} \nu_{2}\right]} \\
R^{*} & =\frac{\Lambda \nu_{2} \sigma_{2}}{\mu\left[\left(\gamma_{6}+\mu\right)\left(\gamma_{4}+\mu+\nu_{2}+\sigma_{2}\right)+\sigma_{2} \nu_{2}\right]} \\
A^{*} & =\frac{\Lambda \sigma_{2}\left(\gamma_{6}+\mu\right)}{\mu\left[\left(\gamma_{6}+\mu\right)\left(\gamma_{4}+\mu+\nu_{2}+\sigma_{2}\right)+\sigma_{2} \nu_{2}\right]}
\end{aligned}
$$

### 4.2. Matrix of next generation $\mathcal{K}$, and basic reproduction number $\mathcal{R}_{0}$

The Jacobian matrix of the system (1) - (10) is decomposed into $J_{x}\left(x^{*}\right)=D \mathcal{F}\left(x^{*}\right)+$ $D \mathcal{V}\left(x^{*}\right)$ with

$$
\mathcal{F}=\left[\begin{array}{c}
0 \\
0 \\
0 \\
0 \\
\left(\pi_{1} C+\pi_{2} V+\pi_{3} A+\pi_{4} B+\pi_{5} R\right) \frac{D}{N} \\
0 \\
0 \\
\alpha_{2} C \frac{B}{C+I}+\omega_{4} R \frac{B}{R+I}+\nu_{3} A \frac{B}{I} \\
\beta_{4} F \frac{T}{N}+\omega_{1} B \frac{T}{I}+\omega_{2} A \frac{T}{I}+\omega_{3} R \frac{T}{R+I}
\end{array}\right]
$$

and

$$
\mathcal{V}=\left[\begin{array}{c}
\Lambda+\gamma_{1} S+\gamma_{2} E+\gamma_{3} F+\gamma_{4} A+\gamma_{6} R+\gamma_{7} B+\gamma_{8} T+\gamma_{9} V-\left(\pi_{1} \frac{D}{N}+\alpha_{1} \frac{T+B}{C+I}+\alpha_{2} \frac{B}{C+I}+\sigma_{2}+\mu\right) C \\
\nu_{2} A-\left(\pi_{5} \frac{D}{N}+\omega_{3} \frac{T}{R+I}+\omega_{4} \frac{B}{R+I}+\gamma_{6}+\mu\right) R \\
\sigma_{1} V+\sigma_{2} C+\nu_{1} B-\left(\pi_{3} \frac{D}{N}+\nu_{3} \frac{B}{I}+\omega_{2} \frac{T}{I}+\gamma_{4}+\nu_{2}+\mu+\zeta_{1} \frac{T+B}{I}\right) A \\
\alpha_{1} C \frac{T+B}{C+I}-\left(\pi_{2} \frac{D}{N}+\gamma_{9}+\sigma_{1}+\mu+\zeta_{2} \frac{T+B}{I}\right) V \\
-\left(\beta_{2} \frac{E+F+T}{N}+\gamma_{1}+\mu\right) S \\
\beta_{2} S \frac{E+F+T}{N}-\left(\beta_{3} \frac{F+T}{N}+\gamma_{2}+\mu\right) E \\
\beta_{3} E \frac{F+T}{N}-\left(\gamma_{3}+\tau_{1} \frac{A+V}{F+I}+\beta_{4} \frac{T}{N}+\mu+\zeta_{3} \frac{A+V}{F+I}\right) F \\
-\left(\pi_{4} \frac{D}{N}+\omega_{1} \frac{T}{I}+\tau_{2} \frac{A+V}{I}+\gamma_{7}+\nu_{1}+\mu+\zeta_{4} \frac{A+V}{I}\right) B \\
-\left(\tau_{3} \frac{A+V}{I}+\gamma_{8}+\mu+\zeta_{5} \frac{A+V}{I}\right) T
\end{array}\right]
$$

$$
D \mathcal{F}\left(x^{*}\right)=\left[\begin{array}{cc}
0 & 0 \\
0 & \mathbb{F}
\end{array}\right] \quad ; \quad D \mathcal{V}\left(x^{*}\right)=\left[\begin{array}{cc}
J_{1} & J_{2} \\
0 & \mathbb{V}
\end{array}\right] \quad \text { with } \quad \mathbb{F}=\left[\frac{\partial F_{i}\left(x^{*}\right)}{\partial x_{j}}\right]_{5 \leq i, j \leq 9}
$$

$$
J_{1}=\left[\frac{\partial \mathcal{V}_{i}\left(x^{*}\right)}{\partial x_{j}}\right]_{1 \leq i, j \leq 4} \text { and } J_{2}=\left[\frac{\partial \mathcal{V}_{i}\left(x^{*}\right)}{\partial x_{j}}\right]_{1 \leq i \leq 4 ; 5 \leq j \leq 9} ; \mathbb{V}=\left[\frac{\partial \mathcal{V}_{i}\left(x^{*}\right)}{\partial x_{j}}\right]_{5 \leq i, j \leq 9}
$$

Let:

$$
\begin{gathered}
f=\pi_{1} \frac{C^{*}}{C^{*}+R^{*}+A^{*}}+\pi_{5} \frac{R^{*}}{C^{*}+R^{*}+A^{*}}+\pi_{3} \frac{A^{*}}{C^{*}+R^{*}+A^{*}} \\
g=\alpha_{2} \frac{C^{*}}{C^{*}+A^{*}}+\omega_{4} \frac{R^{*}}{R^{*}+A^{*}}+\nu_{3} \\
h=\omega_{2}+\omega_{3} \frac{R^{*}}{R^{*}+A^{*}}
\end{gathered}
$$

We get:

$$
\begin{array}{cc}
\mathbb{F}=\left[\begin{array}{ccccc}
f & f & f & 0 & f \\
0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & g & 0 \\
0 & 0 & 0 & 0 & h
\end{array}\right] \\
J_{1}=\left[\begin{array}{ccccc}
-\left(\sigma_{2}+\mu\right) & \gamma_{6} & \gamma_{4} & \gamma_{9} \\
0 & -\left(\gamma_{6}+\mu\right) & \nu_{2} & 0 \\
\sigma_{2} & 0 & -\left(\gamma_{4}+\mu+\nu_{2}\right) & \sigma_{1} \\
0 & 0 & 0 & -\left(\gamma_{9}+\mu+\sigma_{1}\right)
\end{array}\right] \\
J_{2}=\left[\begin{array}{ccccc}
\gamma_{1} & \gamma_{2}-\pi_{1} C^{*} & \gamma_{3}-\pi_{3} C^{*} & \varpi_{1} & \varpi_{2} \\
-\pi_{5} R^{*} & -\pi_{5} R^{*} & -\pi_{5} R^{*} & -\omega_{4} \frac{R^{*}}{R^{*}+A^{*}} & \varpi_{3} \\
-\pi_{3} A^{*} & -\pi_{3} A^{*} & -\pi_{3} A^{*} & \nu_{1}-\nu_{3} & -\pi_{3} A^{*}-\omega_{2} \\
0 & 0 & 0 & \alpha_{1} \frac{C^{*}}{C^{*}+A^{*}} & \alpha_{1} \frac{C^{*}}{C^{*}+A^{*}}
\end{array}\right]
\end{array}
$$

with

$$
\begin{aligned}
\varpi_{1} & =\gamma_{7}-\alpha_{1} \frac{C^{*}}{C^{*}+A^{*}}-\alpha_{2} \frac{C^{*}}{C^{*}+A^{*}} \\
\varpi_{2} & =\gamma_{8}-\pi_{1} \frac{C^{*}}{C^{*}+R^{*}+A^{*}}-\alpha_{1} \frac{C^{*}}{C^{*}+A^{*}} \\
\varpi_{3} & =-\pi_{5} \frac{C^{*}}{C^{*}+R^{*}+A^{*}}-\omega_{3} \frac{R^{*}}{R^{*}+A^{*}}-\omega_{4} \frac{R^{*}}{R^{*}+A^{*}}
\end{aligned}
$$

Note that $J_{1}$ is a non-singular Metzler matrix (see [4]).

$$
\mathbb{V}=\left[\begin{array}{ccccc}
-a & 0 & 0 & 0 & 0 \\
0 & -b & 0 & 0 & 0 \\
0 & 0 & -c & 0 & 0 \\
0 & 0 & 0 & -d & 0 \\
0 & 0 & 0 & 0 & -e
\end{array}\right]
$$

with

$$
\begin{aligned}
a & =\gamma_{1}+\mu \\
b & =\gamma_{2}+\mu \\
c & =\gamma_{3}+\mu+\tau_{1}+\zeta_{3} \\
d & =\gamma_{7}+\mu+\tau_{2}+\nu_{1}+\zeta_{4} \\
e & =\gamma_{8}+\mu+\tau_{3}+\zeta_{5}
\end{aligned}
$$

We also note that $\mathbb{V}$ is a Metzler-Hurwitz matrix and

$$
\begin{gathered}
\mathbb{V}^{-1}=\left[\begin{array}{ccccc}
-\frac{1}{a} & 0 & 0 & 0 & 0 \\
0 & -\frac{1}{b} & 0 & 0 & 0 \\
0 & 0 & -\frac{1}{c} & 0 & 0 \\
0 & 0 & 0 & -\frac{1}{d} & 0 \\
0 & 0 & 0 & 0 & -\frac{1}{e}
\end{array}\right] \\
\mathbb{V}^{-1}=\left[\begin{array}{ccccc}
-\frac{1}{a} & 0 & 0 & 0 & 0 \\
0 & -\frac{1}{b} & 0 & 0 & 0 \\
0 & 0 & -\frac{1}{c} & 0 & 0 \\
0 & 0 & 0 & -\frac{1}{d} & 0 \\
0 & 0 & 0 & 0 & -\frac{1}{e}
\end{array}\right] \Rightarrow \mathcal{K}=-\mathbb{F} \mathbb{V}^{-1}=\left[\begin{array}{ccccc}
\frac{f}{a} & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & \frac{g}{d} & 0 \\
0 & 0 & 0 & 0 & \frac{h}{e}
\end{array}\right]
\end{gathered}
$$

where

$$
\begin{aligned}
\frac{f}{a} & =\frac{\left(\gamma_{6}+\mu\right)\left[\pi_{1}\left(\gamma_{4}+\nu_{2}+\mu\right)+\pi_{3} \sigma_{2}\right]+\pi_{5} \sigma_{2} \nu_{2}}{\left[\left(\gamma_{6}+\mu\right)\left(\gamma_{4}+\mu+\nu_{2}\right)+\sigma_{2} \nu_{2}\right]\left(\gamma_{1}+\mu\right)} \\
\frac{g}{d} & =\left(\frac{1}{\gamma_{7}+\tau_{2}+\nu_{1}+\mu+\zeta_{4}}\right)\left(\alpha_{2} \frac{\gamma_{4}+\nu_{2}+\mu}{\gamma_{4}+\nu_{2}+\sigma_{2}+\mu}+\omega_{4} \frac{\nu_{2}}{\gamma_{6}+\nu_{2}+\mu}+\nu_{3}\right) \\
\frac{h}{e} & =\frac{\omega_{2}\left(\gamma_{6}+\nu_{2}+\mu\right)+\omega_{3} \nu_{2}}{\left(\gamma_{6}+\nu_{2}+\mu\right)\left(\gamma_{8}+\tau_{3}+\mu+\zeta_{5}\right)}
\end{aligned}
$$

and

$$
\begin{equation*}
\mathcal{R}_{0}=\rho(\mathcal{K})=\max \left\{\frac{f}{a} ; \frac{g}{d} ; \frac{h}{e}\right\} \tag{21}
\end{equation*}
$$

Theorem 2. The equilibrium without terrorist, nor brigand nor fanatic $x^{*}$, is locally asymptotically stable if $\mathcal{R}_{0}<1$ and is unstable if $\mathcal{R}_{0}>1$.

Proof: See [32, 33].
Thus $\mathcal{R}_{0}<1$, then an average radical indoctrinates or recruits less than one, which means that radical fanaticism as well as terrorism and robbery will disappear from this population over time. Conversely, if $\mathcal{R}_{0}>1$, then radical fanaticism and insecurity can spread through the population.

Theorem 3. The equilibrium without terrorist, brigand or fanatic $x^{*}$, is globally asymptotically stable if $\mathcal{R}_{0}<1$ and is unstable if $\mathcal{R}_{0}>1$.

Proof:
From Theorem 2 , when $\mathcal{R}_{0}<1$, the compartments $S, E, F, B, T$ tend to 0 as $t \rightarrow \infty$. By setting $S, E, F, B$, and $T$ to zero, it follows that $(C, R, A, V, S, E, F, B, T, P) \rightarrow x^{*}$ as $t \rightarrow \infty$, where $x^{*}$ is the unique point in the positively invariant, compact, and attractive solution region $\Psi$, such that $S=E=F=B=T=0$.

## 5. Global thresholds

The (1) - (10) model is characterized qualitatively by a sequence of thresholds that are based on global dynamics. The first global threshold identifies the conditions for the extinction of the radical population. The second threshold identifies the conditions of the eradication of ideological terrorism. The third gives us the conditions of the extinction of fanatical ideology, and the fourth gives us the conditions of the eradication of insecurity without terrorism.

Remark 1. In all this part, without loss of generality we note

$$
\gamma_{i}=\gamma_{i}+\mu, \forall i \in\{1,2,3,4,5,6,7,8,9\}
$$

### 5.1. A sufficient condition of the extinction of radical indoctrinated subpopulations

Now we give a necessary and sufficient condition for extinction or stabilization of the radical core subpopulation.

Theorem 4. Let $\lambda_{1}=\pi_{1}+\pi_{2}+\pi_{3}+\pi_{4}+\pi_{5}+\pi_{6}+\omega_{1}+\omega_{2}+\omega_{3}+\theta_{1}$ and $\gamma=\min \left\{\gamma_{1}, \gamma_{2}, \gamma_{3}, \gamma_{8}\right\}$. So for all $\mathcal{R}_{1}=\frac{\lambda_{1}}{\gamma}<1$, we have $\lim _{t \rightarrow \infty} D(t)=0$.

Proof: We have $D=S+E+F+T$. Then:

$$
\begin{aligned}
\frac{d D}{d t} & =\frac{d S}{d t}+\frac{d E}{d t}+\frac{d F}{d t}+\frac{d T}{d t} \\
& =\left(\pi_{1} C+\pi_{2} V+\pi_{3} A+\pi_{4} B+\pi_{5} R+\pi_{6} P\right) \frac{D}{N}+\left(\omega_{1} B \frac{T}{I}+\omega_{2} A \frac{T}{I}+\omega_{3} R \frac{T}{R+I}+\theta_{1} P \frac{T}{P+I}\right)
\end{aligned}
$$

$$
\begin{aligned}
& -\left(\gamma_{1} S+\gamma_{2} E+\gamma_{3} F+\gamma_{8} T\right)-\tau_{1} \frac{A+V}{F+I} F-\zeta_{3} \frac{A+V}{F+I} F-\tau_{3} \frac{A+V}{I} T-\zeta_{5} \frac{A+V}{I} T \\
\leq & \left(\pi_{1}+\pi_{2}+\pi_{3}+\pi_{4}+\pi_{5}+\pi_{6}\right) D+\left(\omega_{1}+\omega_{2}+\omega_{3}+\theta_{1}\right) D \\
& -\left(\gamma_{1} S+\gamma_{2} E+\gamma_{3} F+\gamma_{8} T\right)-\tau_{1} \frac{A+V}{F+I} F-\zeta_{3} F-\tau_{3} \frac{A+V}{I} T-\zeta_{5} T \\
\leq & \left(\pi_{1}+\pi_{2}+\pi_{3}+\pi_{4}+\pi_{5}+\pi_{6}+\omega_{1}+\omega_{2}+\omega_{3}+\theta_{1}\right) D-\gamma D \\
\leq & \left(\lambda_{1}-\gamma\right) D
\end{aligned}
$$

The inequality $\lambda_{1}<\gamma$ implies that the rate of decay $\gamma$ exceeds the association strength $\lambda_{1}$. Consequently, $D$, representing the radical core subpopulation, decreases exponentially towards zero. This decline is swift and inevitable, highlighting the vulnerability of the radical core subpopulation under these conditions.

This result underscores a crucial insight: when the combined influence of association strength and recruitment capacity within the radical core subpopulation is outweighed by the rate of recovery or reintegration into civilian life, the radical core subpopulation is destined for extinction. In essence, if the mechanisms driving radicalization and recruitment cannot outpace the natural tendency of individuals to return to normal societal roles, the radical core subpopulation will inevitably perish. This insight underscores the significance of addressing factors that promote radicalization and recruitment, as well as the importance of rehabilitation and reintegration efforts in countering extremist movements.

### 5.2. A sufficient condition of the eradication of ideological terrorism

Considering the capacities of indoctrination to the fanatic ideology and the capacity of recruitment of the terrorist, we establish in this part a condition of eradication of ideological terrorism.
Theorem 5. Let $\lambda_{2}=\beta_{4}+\omega_{1}+\omega_{2}+\omega_{3}+\theta_{1}, \lambda_{3}=\left(\tau_{3}+\zeta_{5}\right) \kappa+\gamma_{8}$ with $\kappa$ the infimum of $\frac{A+V}{I}$. So for all $\mathcal{R}_{2}=\frac{\lambda_{2}}{\lambda_{3}}<1$, we have $\lim _{t \rightarrow \infty} T(t)=0$.

Proof: From the equation (9) we have:

$$
\begin{aligned}
\frac{d T}{d t} & =\beta_{4} F \frac{T}{N}+\omega_{1} B \frac{T}{I}+\omega_{2} A \frac{T}{I}+\omega_{3} R \frac{T}{R+I}+\theta_{1} P \frac{T}{P+I}-\left(\tau_{3} \frac{A+V}{I}+\gamma_{8}+\zeta_{5} \frac{A+V}{I}\right) T \\
& =\left(\beta_{4} \frac{F}{N}+\omega_{1} \frac{B}{I}+\omega_{2} \frac{A}{I}+\omega_{3} \frac{R}{R+I}+\theta_{1} \frac{P}{P+I}\right) T-\left(\tau_{3} \frac{A+V}{I}+\gamma_{8}+\zeta_{5} \frac{A+V}{I}\right) T \\
& \leq\left(\beta_{4} \frac{F}{N}+\omega_{1} \frac{B}{I}+\omega_{2} \frac{A}{I}+\omega_{3} \frac{R}{R+I}+\theta_{1} \frac{P}{P+I}\right) T-\left(\tau_{3} \kappa+\gamma_{8}+\zeta_{5} \kappa\right) T \\
& \leq\left(\beta_{4}+\omega_{1}+\omega_{2}+\omega_{3}+\theta_{1}\right) T-\left(\left(\tau_{3}+\zeta_{5}\right) \kappa+\gamma_{8}\right) T=\left(\lambda_{2}-\lambda_{3}\right) T
\end{aligned}
$$

The last inequality implies that $T$ decreases exponentially towards zero as soon as $\lambda_{2}<\lambda_{3}$. Thus, when $\mathcal{R}_{2}=\frac{\lambda_{2}}{\lambda_{3}}<1$, it provides a sufficient condition for the stabilization or eradication of ideological terrorism.

This observation is crucial as it highlights the pivotal role of recruitment and conversion rates in the dynamics of ideological terrorism propagation. When the recruitment rate is lower than the conversion rate, the number of individuals joining the terrorist cause diminishes over time, eventually leading to the extinction of this form of terrorism. This underscores the importance of implementing policies and strategies aimed at reducing recruitment opportunities and effectively countering extremist ideological propaganda. Consequently, controlling these parameters offers a potentially effective pathway to mitigate and prevent the threats posed by ideological terrorism.

The fact that the invariant superplane $T=0$ is globally attractive for $\mathcal{R}_{2}<1$, we can then reduce the dimension of the model (1) - (10).

In fact the model $(1)-(10)$ is reduced to the equivalent nine dimensional system using the limit equation approach as follows:

$$
\begin{align*}
\frac{d C}{d t} & =\Lambda+\gamma_{1} S+\gamma_{2} E+\gamma_{3} F+\gamma_{4} A+\gamma_{5} P+\gamma_{6} R+\gamma_{7} B+\gamma_{9} V-\left(\pi_{1} \frac{D}{N}+\alpha_{1} \frac{B}{C+I}+\alpha_{2} \frac{B}{C+I}+\sigma_{2}\right) C \\
\frac{d R}{d t} & =\nu_{2} A-\left(\pi_{5} \frac{D}{N}+\omega_{4} \frac{B}{R+I}+\gamma_{6}\right) R  \tag{23}\\
\frac{d A}{d t} & =\sigma_{1} V+\sigma_{2} C+\nu_{1} B-\left(\pi_{3} \frac{D}{N}+\nu_{3} \frac{B}{I}+\gamma_{4}+\nu_{2}+\zeta_{1} \frac{B}{I}\right) A \\
\frac{d V}{d t} & =\alpha_{1} C \frac{B}{C+I}-\left(\pi_{2} \frac{D}{N}+\gamma_{9}+\sigma_{1}+\zeta_{2} \frac{B}{I}\right) V \\
\frac{d S}{d t} & =\left(\pi_{1} C+\pi_{2} V+\pi_{3} A+\pi_{4} B+\pi_{5} R+\pi_{6} P\right) \frac{D}{N}-\left(\beta_{2} \frac{E+F}{N}+\gamma_{1}\right) S \\
\frac{d E}{d t} & =\beta_{2} S \frac{E+F}{N}-\left(\beta_{3} \frac{F}{N}+\gamma_{2}\right) E  \tag{27}\\
\frac{d F}{d t} & =\beta_{3} E \frac{F}{N}-\left(\gamma_{3}+\tau_{1} \frac{A+V}{F+I}+\zeta_{3} \frac{A+V}{F+I}\right) F  \tag{28}\\
\frac{d B}{d t} & =\alpha_{2} C \frac{B}{C+I}+\omega_{4} R \frac{B}{R+I}+\nu_{3} A \frac{B}{I}+\theta_{2} P \frac{B}{P+I}-\left(\pi_{4} \frac{D}{N}+\tau_{2} \frac{A+V}{I}+\gamma_{7}+\nu_{1}+\zeta_{4} \frac{A+V}{I}\right) B \\
\frac{d P}{d t} & =\tau_{1} F \frac{A+V}{F+I}+\tau_{2} B \frac{A+V}{I}-\left(\pi_{6} \frac{D}{N}+\theta_{2} \frac{B}{P+I}+\gamma_{5}+\eta\right) P \tag{30}
\end{align*}
$$

where $D=S+E+F ; I=B+A+V$

### 5.3. A sufficient condition of the eradication of fanatical ideology without terrorism

In this part we give a condition of eradication of fanatic ideology without terrorism. We first note the complexity of conducting an armed struggle against a fanatical ideology since it is difficult to identify a fanatical individual in a given society. We also note that sometimes the need to identify fanatical individuals can lead to stigmatization and exactions in certain cases. Through the result below, we observe that inter-religious dialogue as well as values of good governance and good communication could have a very important weight in the factors that can lead to the extinction of a fanatical ideology by giving more weight to $\gamma_{3}$ compared to $\beta_{3}$ by also taking into account the effect of a citizen's vigilance and police measures of proximity through $\tau_{1}$ and $\zeta_{3}$.

Theorem 6. Let $\lambda_{4}=\gamma_{3}+\left(\tau_{1}+\zeta_{3}\right) \kappa^{\prime}$ with $\kappa^{\prime}$ infimum of $\frac{A+V}{F+I}$.
So for all $\mathcal{R}_{3}=\frac{\beta_{3}}{\lambda_{4}}<1$, we have $\lim _{t \rightarrow \infty} F(t)=0$.
Proof: From the equation (28) we have:

$$
\begin{aligned}
\frac{d F}{d t} & =\beta_{3} E \frac{F}{N}-\left(\gamma_{3}+\tau_{1} \frac{A+V}{F+I}+\zeta_{3} \frac{A+V}{F+I}\right) F \\
& \leq \beta_{3} E \frac{F}{N}-\left(\gamma_{3}+\tau_{1} \kappa^{\prime}+\zeta_{3} \kappa^{\prime}\right) F \\
& \leq \beta_{3} F-\left(\gamma_{3}+\left(\tau_{1}+\zeta_{3}\right) \kappa^{\prime}\right) F \\
& \leq\left(\beta_{3}-\lambda_{4}\right) F
\end{aligned}
$$

Hence F decreases exponentially to zero as $\beta_{3}<\lambda_{4}$.
In the same way $\mathcal{R}_{3}=\frac{\beta_{3}}{\lambda_{4}}<1$, gives a sufficient condition of the stabilization or the eradication of the fanatical ideology.

The fact also that the invariant superplane $F=0$ is also a global attractor for $\mathcal{R}_{3}<1$, one can then reduce the dimension of the model (22) - (30).
In fact the model $(22)-(30)$ is reduced to the equivalent eight dimensional system using the limit equation approach as follows:

$$
\begin{align*}
& \frac{d C}{d t}=\Lambda+\gamma_{1} S+\gamma_{2} E+\gamma_{4} A+\gamma_{5} P+\gamma_{6} R+\gamma_{7} B+\gamma_{9} V-\left(\pi_{1} \frac{D}{N}+\alpha_{1} \frac{B}{C+I}+\alpha_{2} \frac{B}{C+I}+\sigma_{2}\right) C  \tag{31}\\
& \frac{d R}{d t}=\nu_{2} A-\left(\pi_{5} \frac{D}{N}+\omega_{4} \frac{B}{R+I}+\gamma_{6}\right) R  \tag{32}\\
& \frac{d A}{d t}=\sigma_{1} V+\sigma_{2} C+\nu_{1} B-\left(\pi_{3} \frac{D}{N}+\nu_{3} \frac{B}{I}+\gamma_{4}+\nu_{2}+\zeta_{1} \frac{B}{I}\right) A  \tag{33}\\
& \frac{d V}{d t}=\alpha_{1} C \frac{B}{C+I}-\left(\pi_{2} \frac{D}{N}+\gamma_{9}+\sigma_{1}+\zeta_{2} \frac{B}{I}\right) V  \tag{34}\\
& \frac{d S}{d t}=\left(\pi_{1} C+\pi_{2} V+\pi_{3} A+\pi_{4} B+\pi_{5} R+\pi_{6} P\right) \frac{D}{N}-\left(\beta_{2} \frac{E}{N}+\gamma_{1}\right) S  \tag{35}\\
& \frac{d E}{d t}=\left(\beta_{2} \frac{S}{N}-\gamma_{2}\right) E  \tag{36}\\
& \frac{d B}{d t}=\alpha_{2} C \frac{B}{C+I}+\omega_{4} R \frac{B}{R+I}+\nu_{3} A \frac{B}{I}+\theta_{2} P \frac{B}{P+I}-\left(\pi_{4} \frac{D}{N}+\tau_{2} \frac{A+V}{I}+\gamma_{7}+\nu_{1}+\zeta_{4} \frac{A+V}{I}\right) B  \tag{37}\\
& \frac{d P}{d t}=\tau_{2} B \frac{A+V}{I}-\left(\pi_{6} \frac{D}{N}+\theta_{2} \frac{B}{P+I}+\gamma_{5}+\eta\right) P \tag{38}
\end{align*}
$$

where $D=S+E ; I=B+A+V$

### 5.4. A sufficient condition of the eradication of brigandage without terrorism nor ideological fanaticism.

First of all, let us note that the fight against brigandage is one of the essential steps in the construction of a state. One of the indicators of a state's strength lies in its ability to enforce its laws throughout its territory. In this section we give a condition for eradicating brigandage without terrorism nor ideological fanaticism.

Theorem 7. Let $\lambda_{5}=\alpha_{2}+\omega_{4}+\nu_{3}+\theta_{2}$ and $\lambda_{6}=\pi_{4} \kappa^{\prime \prime}+\tau_{2} \kappa+\gamma_{7}+\nu_{1}+\zeta_{4} \kappa$ with $\kappa, \kappa^{\prime \prime}$ respective infimum of $\frac{A+V}{I}$ and of $\frac{D}{N}$. So for all $\mathcal{R}_{4}=\frac{\lambda_{5}}{\lambda_{6}}<1$, we have $\lim _{t \rightarrow \infty} B(t)=0$.

Proof: From the equation (37) we have:

$$
\begin{aligned}
\frac{d B}{d t} & =\alpha_{2} C \frac{B}{C+I}+\omega_{4} R \frac{B}{R+I}+\nu_{3} A \frac{B}{I}+\theta_{2} P \frac{B}{P+I}-\left(\pi_{4} \frac{D}{N}+\tau_{2} \frac{A+V}{I}+\gamma_{7}+\nu_{1}+\zeta_{4} \frac{A+V}{I}\right) B \\
& \leq\left(\alpha_{2}+\omega_{4}+\nu_{3}+\theta_{2}\right) B-\left(\pi_{4} \kappa^{\prime \prime}+\tau_{2} \kappa+\gamma_{7}+\nu_{1}+\zeta_{4} \kappa\right) B \\
& \leq\left(\lambda_{5}-\lambda_{6}\right) B
\end{aligned}
$$

From this last inequality, B decreases exponentially if $\lambda_{5}<\lambda_{6}$.
This result underscores the critical notion that the effectiveness of countermeasures against brigandage hinges on the balance between conversion forces within society and the state's capacity to combat insecurity through citizen vigilance and effective governance. Specifically, if the cumulative force of conversion into brigandage, stemming from various sources such as non-indoctrinated civilians, discharged personnel from defense and security forces, individuals released from the justice system, and even the defense and security forces themselves, falls short of the state's capability to address all forms of insecurity, including through citizen engagement and robust governance structures, then we are likely to witness either stabilization or complete eradication of brigandage.

This observation underscores the interconnectedness between societal dynamics and state capacity in combating criminal activities like brigandage. It suggests that a holistic approach, encompassing not only law enforcement and judicial efforts but also social, economic, and governance reforms, is essential for effectively tackling such security challenges. By addressing root causes, fostering community resilience, and ensuring robust governance frameworks, states can create an environment where brigandage finds little fertile ground for recruitment and operation. Therefore, achieving stability and eventual eradication of brigandage requires a concerted effort that goes beyond traditional security measures and encompasses broader societal and governance reforms.

## 6. Numerical simulation

In this section, we present numerical results to provide further insights into the dynamics of the propagation of fanatic ideology. We conducted numerical simulations using MATLAB with the finite difference method, employing an explicit numerical scheme with a discretization step of 0.02 .

Figure 2 illustrates scenarios where the number of basic reproductions of extreme behavior $\mathcal{R}_{0}$ is less than 1 , indicating a situation where the spread of fanatic ideology cannot sustain itself over time. Here, we observe the stabilization or extinction of various classes affected by the propagation of fanatic ideology, consistent with theoretical expectations. This indicates that under conditions
where the rate of propagation is lower than the rate of recovery, the spread of fanatic ideology tends to diminish over time, ultimately leading to its eradication.

Conversely, Figure 3 depicts scenarios where $\mathcal{R}_{0}$ is greater than 1 , indicating situations where the spread of fanatic ideology can persist and propagate within the population. In such cases, we observe the persistence of the affected classes, as the rate of propagation outweighs the rate of recovery. This highlights the potential for sustained propagation of fanatic ideology under conditions where recruitment and indoctrination efforts outpace efforts to counter and rehabilitate individuals.

These numerical simulations provide valuable insights into the dynamics of the propagation of fanatic ideology and underscore the importance of understanding and controlling key parameters such as recruitment, indoctrination, and recovery rates in mitigating its spread. Additionally, they emphasize the critical role of effective counterterrorism strategies and governance structures in addressing and preventing the proliferation of radical movements. To initialize our simulations, we set the following initial conditions: $C(0)=150000, R(0)=8, A(0)=150, V(0)=150, S(0)=25000$, $E(0)=1500, F(0)=400, B(0)=100, T(0)=150, P(0)=20$.

These initial conditions reflect the initial composition of the population in the different classes affected by the spread of fanatical ideology. In addition, the parameter values used in our simulations have been carefully estimated and are detailed in Table 1.

Table 1: Parameter values estimated

| Parameters | value for extinction | value for persistence |
| :---: | :---: | :---: |
| $\Lambda$ | 22500 | 22500 |
| $\gamma_{1}$ | 0.46 | 0.46 |
| $\gamma_{2}$ | 0.28 | 0.28 |
| $\gamma_{3}$ | 0.000111 | 0.00111 |
| $\gamma_{4}$ | 0.12 | 0.137 |
| $\gamma_{5}$ | 0.0000016 | 0.0016 |
| $\gamma_{6}$ | 0.026 | 0.09 |
| $\gamma_{7}$ | 0.002 | 0.06 |
| $\gamma_{8}$ | 0.000011 | 0.00011 |
| $\gamma_{9}$ | 0.011 | 0.011 |
| $\pi_{1}$ | 0.000007 | 0.0000006 |
| $\pi_{2}$ | 0.0000534 | 0.000534 |
| $\pi_{3}$ | 0.0000002 | 0.0000002 |
| $\pi_{4}$ | 0.000074 | 0.0074 |
| $\pi_{5}$ | 0.0000004 | 0.0000004 |
| $\pi_{6}$ | 0.44 | 0.44 |
| $\theta_{1}$ | 0.000032 | 0.000032 |
| $\theta_{2}$ | 0.000032 | 0.000032 |
| $\eta$ | 0.15 | 0.15 |
| $\zeta_{1}$ | 0.27 | 0.27 |
| $\zeta_{2}$ | 0.27 | 0.27 |
| $\zeta_{3}$ | 0.17 | 0.17 |
| $\zeta_{4}$ | 0.17 | 0.47 |
| $\zeta_{5}$ | 0.17 | 0.37 |
| $\mu$ | 0.08 | 0.08 |
| $\nu_{1}$ | 0.002 | 0.02 |
| $\nu_{2}$ | 0.0002 | 0.0002 |
| $\nu_{3}$ | 0.2 | 0.2 |
| $\tau_{1}$ | 0.2 | 0.2 |
| $\tau_{2}$ | 0.45 | 0.45 |
| $\tau_{3}$ | 0.45 | 0.45 |
| $\beta_{2}$ | 0.95 | 0.95 |
| $\beta_{3}$ | 0.72 | 0.72 |
| $\beta_{4}$ | 0.078 | 0.0078 |
| $\sigma_{1}$ | 0.0001 | 0.011 |
| $\sigma_{2}$ | 0.0002 | 0.0001 |
| $\alpha_{1}$ | 0.2534 | 0.0002 |
| $\alpha_{2}$ | 0.8 | 4.2 |
| $\omega_{1}$ | 0.38 | 0.2 |
| $\omega_{2}$ | 0.38 | 1.2 |
| $\omega_{3}$ |  | 2 |
| $\omega_{4}$ |  |  |
|  |  |  |



Figure 2: Evolution of the different classes of the model (1) - (10) with the extinction values. We get $\mathcal{R}_{0}=0.3666$, which is less than unity.


Figure 3: Evolution of the different classes of the model (1) - (10) with the persistence values. We get $\mathcal{R}_{0}=11.5538$, which is greater than unity.

## 7. Mathematical analysis of a strategy to fight against terrorism, fanaticism and brigandage

### 7.1. Strategy to fight against terrorism, fanaticism and brigandage

Based on the findings from our analysis, we apply optimal control theory to the model (1) - (10) in order to combat fanatical insurgency and brigandage. This involves introducing five timedependent control variables, denoted as $u_{1}(t), u_{2}(t), u_{3}(t), u_{4}(t)$, and $u_{5}(t)$, each representing specific strategies aimed at addressing radicalization, violent extremism, and insecurity. Let's delve into the details of these strategies:
(i) $u_{1}(t)$ represents a preventive strategy designed to hinder the indoctrination into radical ideology. This strategy may involve advocacy efforts to bolster social cohesion, socio-economic integration of vulnerable communities, educational initiatives, and facilitating employment opportunities. Notably, $u_{1}(t)=1$ indicates the strategy's effectiveness against radicalization, while $u_{1}(t)=0$ signifies its failure. The focus here is on significantly reducing the vulnerability of certain populations to radicalization.
(ii) Similarly, $u_{2}(t)$ serves as another preventive strategy, which, in addition to the measures outlined in (i), emphasizes the state's presence in vulnerable communities and endeavors to instill hope among disenchanted youth. This involves offering more attractive alternatives than those provided by radical groups, thereby fostering a sense of optimism. A value of $u_{2}(t)=1$ denotes the strategy's effectiveness, while $u_{2}(t)=0$ indicates failure.
(iii) $u_{3}(t)$ represents deradicalization strategies, which may entail intensified efforts towards inter-religious dialogue, community reconciliation, and engagement with radical groups by the state. A value of $u_{3}(t)=1$ signifies the effectiveness of the deradicalization strategy, while $u_{3}(t)=0$ indicates failure.
(iv) The control variable $u_{4}(t)$ is a strategy aimed at combating organized crime, brigandage, and corruption. It encompasses police actions, such as community policing, investigations, and protection measures. This strategy also involves improving the capacity and equipment of defense and security forces and facilitating the rehabilitation and reintegration of offenders into society. A value of $u_{4}(t)=1$ denotes the effectiveness of the strategy against brigandage, while $u_{4}(t)=0$ signifies failure.
(v) Finally, $u_{5}(t)$ represents the counterterrorism strategy, which, in addition to preventive measures and efforts against organized crime, focuses on disrupting terrorist financing and strengthening the capabilities of defense and security forces. This entails enhancing firepower, intelligence systems, and executing coordinated actions to mitigate terrorist threats. A value of $u_{5}(t)=1$ indicates the strategy's effectiveness against terrorism, while $u_{5}(t)=0$ denotes failure.

### 7.2. Mathematical analysis of strategy optimality

Let

$$
\begin{equation*}
c_{i}(t)=1-u_{i}(t), \quad \forall i \in\{1,2,3,4,5\} . \tag{39}
\end{equation*}
$$

Consequently, the optimal control model with the five aforementioned time-dependent variables is given by the following differential equations

$$
\left\{\begin{align*}
\frac{d C}{d t} & =\Lambda-\gamma_{1} S+\gamma_{2} E+\gamma_{3} F+\gamma_{4} A+\gamma_{5} P+\gamma_{6} R+\gamma_{7} B+\gamma_{8} T+\gamma_{9} V-\left(c_{1} \pi_{1} \frac{D}{N}+\alpha_{1} \frac{T+B}{C+I}+c_{4} \alpha_{2} \frac{B}{C+I}+\sigma_{2}+\mu\right) C \\
\frac{d R}{d t} & =\nu_{2} A-\left(c_{1} \pi_{5} \frac{D}{N}+c_{5} \omega_{3} \frac{T}{R+I}+c_{4} \omega_{4} \frac{B}{R+I}+\gamma_{6}+\mu\right) R \\
\frac{d A}{d t} & =\sigma_{1} V+\sigma_{2} C+\nu_{1} B-\left(c_{1} \pi_{3} \frac{D}{N}+c_{4} \nu_{3} \frac{B}{I}+c_{5} \omega_{2} \frac{T}{I}+\gamma_{4}+\nu_{2}+\mu+\zeta_{1} \frac{T+B}{I}\right) A \\
\frac{d V}{d t} & =\alpha_{1} C \frac{T+B}{C+I}-\left(c_{1} \pi_{2} \frac{D}{N}+\gamma_{9}+\sigma_{1}+\mu+\zeta_{2} \frac{T+B}{I}\right) V \\
\frac{d S}{d t} & =c_{1}\left(\pi_{1} C+\pi_{2} V+\pi_{3} A+\pi_{4} B+\pi_{5} R+\pi_{6} P\right) \frac{D}{N}-\left(c_{2} \beta_{2} \frac{E+F+T}{N}+\gamma_{1}+\mu\right) S \\
\frac{d E}{d t} & =c_{2} \beta_{2} S \frac{E+F+T}{N}-\left(c_{3} \beta_{3} \frac{F+T}{N}+\gamma_{2}+\mu\right) E  \tag{40}\\
\frac{d F}{d t} & =c_{3} \beta_{3} E \frac{F+T}{N}-\left(\gamma_{3}+\tau_{1} \frac{A+V}{F+I}+c_{5} \beta_{4} \frac{T}{N}+\mu+\zeta_{3} \frac{A+V}{F+I}\right) F \\
\frac{d B}{d t} & =c_{4}\left(\alpha_{2} \frac{C}{C+I}+\omega_{4} \frac{R}{R+I}+\nu_{3} \frac{A}{I}+\theta_{2} \frac{P}{P+I}\right) B-\left(c_{1} \pi_{4} \frac{D}{N}+c_{5} \omega_{1} \frac{T}{I}+\tau_{2} \frac{A+V}{I}+\gamma_{7}+\nu_{1}+\mu+\zeta_{4} \frac{A+V}{I}\right) B \\
\frac{d T}{d t} & =c_{5}\left(\beta_{4} \frac{F}{N}+\omega_{1} \frac{B}{I}+\omega_{2} \frac{A}{I}+\omega_{3} \frac{R}{R+I}+\theta_{1} \frac{P}{P+I}\right) T-\left(\tau_{3} \frac{A+V}{I}+\gamma_{8}+\mu+\zeta_{5} \frac{A+V}{I}\right) T \\
\frac{d P}{d t} & =\tau_{1} F \frac{A+V}{F+I}+\tau_{2} B \frac{A+V}{I}+\tau_{3} T \frac{A+V}{I}-\left(c_{1} \pi_{6} \frac{D}{N}+c_{5} \theta_{1} \frac{T}{P+I}+c_{4} \theta_{2} \frac{B}{P+I}+\gamma_{5}+\mu+\eta\right) P
\end{align*}\right.
$$

With non-negative initial conditions given by (11). This system can be written in matrix form as follows:

$$
\begin{equation*}
X^{\prime}(t)=g(t, X, c) \tag{41}
\end{equation*}
$$

Where X is defined in (13), $c=\left(c_{1}(t), c_{2}(t), c_{3}(t), c_{4}(t), c_{5}(t)\right) \in \mathbb{R}^{5}$ verifies (39), and $g: \mathbb{R} \times \mathbb{R}^{10} \times$ $\mathbb{R}^{5} \rightarrow \mathbb{R}^{10}$ is a nonlinear function which is written as in (14) but introducing the command $c(t)$ so as to verify (40).
The purpose of introducing the five control variables is to seek the optimal solution required to minimize the number of individuals in the radical subpopulation or core of violent extremism and fanatical behavior as well as brigands. Therefore, the objective function for this control problem is given by

$$
\begin{equation*}
\mathcal{J}\left(u_{1}, u_{2}, u_{3}, u_{4}, u_{5}\right)=\min _{0 \leqslant u_{1}, u_{2}, u_{3}, u_{4}, u_{5} \leqslant 1} \int_{0}^{T_{f}}\left(j(t)+\frac{1}{2} k(t)\right) d t \tag{42}
\end{equation*}
$$

where

$$
\begin{array}{r}
j(t)=w_{1} S(t)+w_{2} E(t)+w_{3} F(t)+w_{4} B(t)+w_{5} T(t)+w_{6} P(t) \\
k(t)=\left[w_{7} u_{1}^{2}(t)+w_{8} u_{2}^{2}(t)+w_{9} u_{3}^{2}(t)+w_{10} u_{4}^{2}(t)+w_{11} u_{5}^{2}(t)\right]
\end{array}
$$

where the constants $w_{i}, i=1,2, \ldots, 11$ are positive weights needed to balance the corresponding terms of the objective function. We choose quadratic costs on the orders, where $\frac{1}{2} w_{7} u_{1}^{2}(t)$, $\frac{1}{2} w_{8} u_{2}^{2}(t), \frac{1}{2} w_{9} u_{3}^{2}(t), \frac{1}{2} w_{10} u_{4}^{2}(t), \frac{1}{2} w_{11} u_{5}^{2}(t)$ are the total cost of implementing the preventive measure and the police-military response to manage active cases of armed insurgency over the time sought such that

$$
\begin{equation*}
\mathcal{J}\left(u_{1}^{*}, u_{2}^{*}, u_{3}^{*}, u_{4}^{*}, u_{5}^{*}\right)=\min \left\{\mathcal{J}\left(u_{1}, u_{2}, u_{3}, u_{4}, u_{5}\right): u_{1}, u_{2}, u_{3}, u_{4}, u_{5} \in \mathcal{U}\right\} \tag{43}
\end{equation*}
$$

where, $\mathcal{U}$ is the non-empty control set defined by

$$
\mathcal{U}=\left\{\left(u_{1}, u_{2}, u_{3}, u_{4}, u_{5}\right) \left\lvert\, \begin{array}{c}
u_{i}(t) \text { is a piecewise continuous function on }\left[0, T_{f}\right]  \tag{44}\\
\text { and } \quad 0 \leqslant u_{i} \leqslant 1, \quad \forall \in t \in\left[0, T_{f}\right], \quad i=1,2,3,4,5
\end{array}\right.\right\}
$$

Thus, to determine the necessary conditions that the optimal control quintuple must satisfy, we use Pontryagin's maximum principle [29], which transforms the control problem (43) subject to model (40) into a pointwise minimization problem of a Hamiltonian $\mathcal{H}$. This Hamiltonian is given by

$$
\begin{aligned}
\mathcal{H} & =w_{1} S+w_{2} E+w_{3} F+w_{4} B+w_{5} T+w_{6} P+\frac{1}{2}\left[w_{7} u_{1}^{2}(t)+w_{8} u_{2}^{2}(t)+w_{9} u_{3}^{2}(t)+w_{10} u_{4}^{2}(t)+w_{11} u_{5}^{2}(t)\right] \\
& +\lambda_{1}\left[\Lambda+\gamma_{1} S+\gamma_{2} E+\gamma_{3} F+\gamma_{4} A+\gamma_{5} P+\gamma_{6} R+\gamma_{7} B+\gamma_{8} T+\gamma_{9} V-\left(c_{1} \pi_{1} \frac{D}{N}+\alpha_{1} \frac{T+B}{C+I}+c_{4} \alpha_{2} \frac{B}{C+I}+\sigma_{2}+\mu\right) C\right] \\
& +\lambda_{2}\left[\nu_{2} A-\left(c_{1} \pi_{5} \frac{D}{N}+c_{5} \omega_{3} \frac{T}{R+I}+c_{4} \omega_{4} \frac{B}{R+I}+\gamma_{6}+\mu\right) R\right] \\
& +\lambda_{3}\left[\sigma_{1} V+\sigma_{2} C+\nu_{1} B-\left(c_{1} \pi_{3} \frac{D}{N}+c_{4} \nu_{3} \frac{B}{I}+c_{5} \omega_{2} \frac{T}{I}+\gamma_{4}+\nu_{2}+\mu+\zeta_{1} \frac{T+B}{I}\right) A\right] \\
& +\lambda_{4}\left[\alpha_{1} C \frac{T+B}{C+I}-\left(c_{1} \pi_{2} \frac{D}{N}+\gamma_{9}+\sigma_{1}+\mu+\zeta_{2} \frac{T+B}{I}\right) V\right] \\
& +\lambda_{5}\left[c_{1}\left(\pi_{1} C+\pi_{2} V+\pi_{3} A+\pi_{4} B+\pi_{5} R+\pi_{6} P\right) \frac{D}{N}-\left(c_{2} \beta_{2} \frac{E+F+T}{N}+\gamma_{1}+\mu\right) S\right] \\
& +\lambda_{6}\left[c_{2} \beta_{2} S \frac{E+F+T}{N}-\left(c_{3} \beta_{3} \frac{F+T}{N}+\gamma_{2}+\mu\right) E\right] \\
& +\lambda_{7}\left[c_{3} \beta_{3} E \frac{F+T}{N}-\left(\gamma_{3}+\tau_{1} \frac{A+V}{F+I}+c_{5} \beta_{4} \frac{T}{N}+\mu+\zeta_{3} \frac{A+V}{F+I}\right) F\right] \\
& +\lambda_{8}\left[c_{4}\left(\alpha_{2} \frac{C}{C+I}+\omega_{4} \frac{R}{R+I}+\nu_{3} \frac{A}{I}+\theta_{2} \frac{P}{P+I}\right) B-\left(c_{1} \pi_{4} \frac{D}{N}+c_{5} \omega_{1} \frac{T}{I}+\tau_{2} \frac{A+V}{I}+\gamma_{7}+\nu_{1}+\mu+\zeta_{4} \frac{A+V}{I}\right) B\right] \\
& +\lambda_{9}\left[c_{5}\left(\beta_{4} \frac{F}{N}+\omega_{1} \frac{B}{I}+\omega_{2} \frac{A}{I}+\omega_{3} \frac{R}{R+I}+\theta_{1} \frac{P}{P+I}\right) T-\left(\tau_{3} \frac{A+V}{I}+\gamma_{8}+\mu+\zeta_{5} \frac{A+V}{I}\right) T\right] \\
& +\lambda_{10}\left[\tau_{1} F \frac{A+V}{F+I}+\tau_{2} B \frac{A+V}{I}+\tau_{3} T \frac{A+V}{I}-\left(c_{1} \pi_{6} \frac{D}{N}+c_{5} \theta_{1} \frac{T}{P+I}+c_{4} \theta_{2} \frac{B}{P+I}+\gamma_{5}+\mu+\eta\right) P\right]
\end{aligned}
$$

where $\lambda_{i}, i=1,2, \ldots, 10$, represent the adjoint variables associated with the state variables of the model (40). The standard existence result for minimizing control problem as appeared in [19] is adapted as follows.

Theorem 8. (Existence and well-posedness of control problem)
There exits an optimal quintuple control $\left(u_{1}^{*}, u_{2}^{*}, u_{3}^{*}, u_{4}^{*}, u_{5}^{*}\right) \in \mathcal{U}$ satysfing (42) subject to the control system (40) with non-negative initial conditions given by (11).

Proof: The existence of an optimal control is obtained thanks to the Fleming and Rishel [19]. Thanks to a result of Lukes [25] which ensures the existence of solutions for the state system (40) with constant coefficients, the set of controls and corresponding solutions is non empty. In addition the set of controls $\mathcal{U}$ is a closed convex by definition and the vector field of the system (40) is bounded. Also the integrand of the objective function is clearly convex and $g(t, X, c)$ in (41) is convex with respect to $c$. On the other hand there exist $a_{1}, a_{2}>0$ and $\beta>1$ such that
$w_{1} S+w_{2} E+w_{3} F+w_{4} B+w_{5} T+w_{6} P+\frac{1}{2}\left[w_{7} u_{1}^{2}(t)+w_{8} u_{2}^{2}(t)+w_{9} u_{3}^{2}(t)+w_{10} u_{4}^{2}(t)+w_{11} u_{5}^{2}(t)\right]$

$$
\geq a_{1}\left(\left|u_{1}\right|^{2}+\left|u_{2}\right|^{2}+\left|u_{3}\right|^{2}+\left|u_{4}\right|^{2}+\left|u_{5}\right|^{2}\right)^{\frac{\beta}{2}}-a_{2}
$$

since the state variables are bounded.
Then, we deduce the existence of an optimal control $\left(u_{1}^{*}, u_{2}^{*}, u_{3}^{*}, u_{4}^{*}, u_{5}^{*}\right)$ that minimizes the objective function $J\left(u_{1}, u_{2}, u_{3}, u_{4}, u_{5}\right)$.

Theorem 9. Given that $\left(u_{1}^{*}, u_{2}^{*}, u_{3}^{*}, u_{4}^{*}, u_{5}^{*}\right)$ minimizes the objective functional (42) subject to the corresponding state system (40), then the adjoint variables $\lambda_{i}, i=1,2, \ldots, 10$, satisfy the following system:

$$
\begin{align*}
\frac{d \lambda_{1}}{d t}= & \left(\lambda_{1}-\lambda_{5}\right) c_{1} \pi_{1} \frac{D(N-C)}{N^{2}}+\left(\lambda_{1}-\lambda_{4}\right) \alpha_{1} \frac{(T+B) I}{(C+I)^{2}}+\left(\lambda_{1}-\lambda_{8}\right) c_{4} \alpha_{2} \frac{B I}{(C+I)^{2}}+\left(\lambda_{1}-\lambda_{3}\right) \sigma_{2}+\lambda_{1} \mu \\
& +\left(\lambda_{5}-\lambda_{2}\right) c_{1} \pi_{5} \frac{D R}{N^{2}}+\left(\lambda_{5}-\lambda_{3}\right) c_{1} \pi_{3} \frac{D A}{N^{2}}+\left(\lambda_{5}-\lambda_{4}\right) c_{1} \pi_{2} \frac{D V}{N^{2}}+\left(\lambda_{8}-\lambda_{5}\right) c_{1} \pi_{4} \frac{D B}{N^{2}}+\left(\lambda_{5}-\lambda_{10}\right) c_{1} \pi_{6} \frac{D P}{N^{2}} \\
& +\left(\lambda_{6}-\lambda_{5}\right) c_{2} \beta_{2} \frac{S(E+F+T)}{N^{2}}+\left(\lambda_{7}-\lambda_{6}\right) c_{3} \beta_{3} \frac{E(F+T)}{N^{2}}+\left(\lambda_{9}-\lambda_{7}\right) c_{5} \beta_{4} \frac{T F}{N^{2}} \\
\frac{d \lambda_{2}}{d t}= & \left(\lambda_{2}-\lambda_{1}\right) \gamma_{6}+\left(\lambda_{2}-\lambda_{1}\right) c_{1} \pi_{1} \frac{D C}{N^{2}}+\left(\lambda_{2}-\lambda_{1}\right) c_{1} \pi_{5} \frac{D(N-R)}{N^{2}}+\left(\lambda_{2}-\lambda_{6}\right) c_{5} \omega_{3} \frac{T I}{(R+I)^{2}}+\lambda_{2} \mu  \tag{46}\\
& +\left(\lambda_{2}-\lambda_{8}\right) c_{4} \omega_{4} \frac{B I}{(R+I)^{2}}+\left(\lambda_{5}-\lambda_{3}\right) c_{1} \pi_{3} \frac{D A}{N^{2}}+\left(\lambda_{5}-\lambda_{4}\right) c_{1} \pi_{2} \frac{D V}{N^{2}}+\left(\lambda_{5}-\lambda_{8}\right) c_{1} \pi_{4} \frac{D B}{N^{2}} \\
& +\left(\lambda_{5}-\lambda_{10}\right) c_{1} \pi_{6} \frac{D P}{N^{2}}+\left(\lambda_{6}-\lambda_{5}\right) c_{2} \beta_{2} \frac{S(E+F+T)}{N^{2}}+\left(\lambda_{7}-\lambda_{6}\right) c_{3} \beta_{3} \frac{E(F+T)}{N^{2}}+\left(\lambda_{9}-\lambda_{7}\right) c_{5} \beta_{4} \frac{T F}{N^{2}}
\end{align*}
$$

$$
\begin{aligned}
\frac{d \lambda_{3}}{d t}= & \left(\lambda_{3}-\lambda_{1}\right) \gamma_{4}+\left(\lambda_{5}-\lambda_{1}\right) c_{1} \pi_{1} \frac{D C}{N^{2}}+\left(\lambda_{4}-\lambda_{1}\right) \alpha_{1} \frac{(T+B) C}{(C+I)^{2}}+\left(\lambda_{8}-\lambda_{1}\right) c_{4} \alpha_{2} \frac{B C}{(C+I)^{2}}+\left(\lambda_{3}-\lambda_{2}\right) \nu_{2} \\
& +\left(\lambda_{5}-\lambda_{2}\right) c_{1} \pi_{5} \frac{D R}{N^{2}}+\left(\lambda_{9}-\lambda_{2}\right) c_{5} \omega_{3} \frac{T R}{(R+I)^{2}}+\left(\lambda_{8}-\lambda_{2}\right) c_{4} \omega_{4} \frac{B R}{(R+I)^{2}}+\left(\lambda_{3}-\lambda_{5}\right) c_{1} \pi_{3} \frac{D(N-A)}{N^{2}} \\
& +\left(\lambda_{3}-\lambda_{8}\right) c_{4} \nu_{3} \frac{B(V+T+B)}{I^{2}}+\left(\lambda_{3}-\lambda_{9}\right) c_{5} \omega_{2} \frac{T(V+T+B)}{I^{2}}+\lambda_{3} \zeta_{1} \frac{(T+B)(V+T+B)}{I^{2}}+\lambda_{3} \mu \\
& \left(\lambda_{5}-\lambda_{4}\right) c_{1} \pi_{2} \frac{D V}{N^{2}}-\lambda_{4} \zeta_{2} \frac{(T+B) V}{I^{2}}+\left(\lambda_{5}-\lambda_{8}\right) c_{1} \pi_{1} \frac{D B}{N^{2}}+\left(\lambda_{5}-\lambda_{10}\right) c_{1} \pi_{6} \frac{D P}{N^{2}}+\left(\lambda_{6}-\lambda_{5}\right) c_{2} \beta_{2} \frac{S(E+F+T)}{N^{2}} \\
& +\left(\lambda_{7}-\lambda_{6}\right) c_{3} \beta_{3} \frac{E(F+T)}{N^{2}}+\left(\lambda_{9}-\lambda_{7}\right) c_{5} \beta_{4} \frac{T F}{N^{2}}+\left(\lambda_{7}-\lambda_{10}\right) \tau_{1} \frac{F(F+T+B)}{(F+I)^{2}}+\left(\lambda_{8}-\lambda_{10}\right) c_{4} \theta_{2} \frac{P B}{(P+I)^{2}} \\
& +\lambda_{7} \zeta_{3} \frac{F(F+T+B)}{(F+I)^{2}}+\left(\lambda_{8}-\lambda_{10}\right) \tau_{2} \frac{B(T+B)}{I^{2}}+\left(\lambda_{9}-\lambda_{8}\right) c_{5} \omega_{1} \frac{T B}{I^{2}}+\lambda_{8} \zeta_{4} \frac{B(T+B)}{I^{2}} \\
& +\left(\lambda_{9}-\lambda_{10}\right) \theta_{1} \frac{T P}{(P+I)^{2}}+\left(\lambda_{9}-\lambda_{10}\right) \tau_{3} \frac{T(T+B)}{I^{2}}+\lambda_{9} \zeta_{5} \frac{T(T+B)}{I^{2}}
\end{aligned}
$$

$$
\begin{aligned}
\frac{d \lambda_{4}}{d t}= & \left(\lambda_{3}-\lambda_{1}\right) \gamma_{9}+\left(\lambda_{5}-\lambda_{1}\right) c_{1} \pi_{1} \frac{D C}{N^{2}}+\left(\lambda_{4}-\lambda_{1}\right) \alpha_{1} \frac{(T+B) C}{(C+I)^{2}}+\left(\lambda_{8}-\lambda_{1}\right) c_{4} \alpha_{2} \frac{B C}{(C+I)^{2}}+\left(\lambda_{4}-\lambda_{3}\right) \sigma_{1} \\
& +\left(\lambda_{5}-\lambda_{2}\right) c_{1} \pi_{5} \frac{D R}{N^{2}}+\left(\lambda_{9}-\lambda_{2}\right) c_{5} \omega_{3} \frac{T R}{(R+I)^{2}}+\left(\lambda_{8}-\lambda_{2}\right) c_{4} \omega_{4} \frac{B R}{(R+I)^{2}}+\left(\lambda_{5}-\lambda_{3}\right) c_{1} \pi_{3} \frac{D A}{N^{2}} \\
& +\left(\lambda_{8}-\lambda_{3}\right) c_{4} \nu_{3} \frac{B A}{I^{2}}+\left(\lambda_{9}-\lambda_{3}\right) c_{5} \omega_{2} \frac{T A}{I^{2}}-\lambda_{3} \zeta_{1} \frac{(T+B) A}{I^{2}}+\lambda_{4} \mu+\left(\lambda_{4}-\lambda_{5}\right) c_{1} \pi_{2} \frac{D(N-V)}{N^{2}} \\
& +\lambda_{4} \zeta_{2} \frac{(T+B)(A+T+B)}{I^{2}}+\left(\lambda_{5}-\lambda_{8}\right) c_{1} \pi_{4} \frac{D B}{N^{2}}+\left(\lambda_{5}-\lambda_{10}\right) c_{1} \pi_{6} \frac{D P}{N^{2}}+\left(\lambda_{6}-\lambda_{5}\right) c_{2} \beta_{2} \frac{S(E+F+T)}{N^{2}} \\
& +\left(\lambda_{7}-\lambda_{6}\right) c_{3} \beta_{3} \frac{E(F+T)}{N^{2}}+\left(\lambda_{9}-\lambda_{7}\right) c_{5} \beta_{4} \frac{T F}{N^{2}}+\left(\lambda_{7}-\lambda_{10}\right) \tau_{1} \frac{F(F+T+B)}{(F+I)^{2}}+\left(\lambda_{8}-\lambda_{10}\right) c_{4} \theta_{2} \frac{P B}{(P+I)^{2}} \\
& +\lambda_{7} \zeta_{3} \frac{F(F+T+B)}{(F+I)^{2}}+\left(\lambda_{8}-\lambda_{10}\right) \tau_{2} \frac{B(T+B)}{I^{2}}+\left(\lambda_{9}-\lambda_{8}\right) c_{5} \omega_{1} \frac{T B}{I^{2}}+\lambda_{8} \zeta_{4} \frac{B(T+B)}{I^{2}} \\
& +\left(\lambda_{9}-\lambda_{10}\right) \theta_{1} \frac{T P}{(P+I)^{2}}+\left(\lambda_{9}-\lambda_{10}\right) \tau_{3} \frac{T(T+B)}{I^{2}}+\lambda_{9} \zeta_{5} \frac{T(T+B)}{I^{2}}
\end{aligned}
$$

$$
\begin{aligned}
\frac{d \lambda_{5}}{d t}= & -w_{1}+\left(\lambda_{5}-\lambda_{1}\right) \gamma_{1}+\left(\lambda_{1}-\lambda_{5}\right) c_{1} \pi_{1} \frac{C(N-D)}{N^{2}}+\left(\lambda_{2}-\lambda_{5}\right) c_{1} \pi_{5} \frac{R(N-D)}{N^{2}}+\left(\lambda_{3}-\lambda_{5}\right) c_{1} \pi_{3} \frac{A(N-D)}{N^{2}} \\
& +\left(\lambda_{4}-\lambda_{5}\right) c_{1} \pi_{2} \frac{V(N-D)}{N^{2}}+\left(\lambda_{8}-\lambda_{5}\right) c_{1} \pi_{4} \frac{B(N-D)}{N^{2}}+\left(\lambda_{10}-\lambda_{5}\right) c_{1} \pi_{6} \frac{P(N-D)}{N^{2}}+\lambda_{5} \mu \\
& +\left(\lambda_{5}-\lambda_{6}\right) c_{2} \beta_{2} \frac{(E+F+T)(N-S)}{N^{2}}+\left(\lambda_{7}-\lambda_{6}\right) c_{3} \beta_{3} \frac{E(F+T)}{N^{2}}+\left(\lambda_{9}-\lambda_{7}\right) c_{5} \pi_{4} \frac{T F}{N^{2}}
\end{aligned}
$$

$$
\begin{aligned}
& \frac{d \lambda_{6}}{d t}=-w_{2}+\left(\lambda_{6}-\lambda_{1}\right) \gamma_{2}+\left(\lambda_{1}-\lambda_{5}\right) c_{1} \pi_{1} \frac{C(N-D)}{N^{2}}+\left(\lambda_{2}-\lambda_{5}\right) c_{1} \pi_{5} \frac{R(N-D)}{N^{2}}+\left(\lambda_{3}-\lambda_{5}\right) c_{1} \pi_{3} \frac{A(N-D)}{N^{2}} \\
& +\left(\lambda_{4}-\lambda_{5}\right) c_{1} \pi_{2} \frac{V(N-D)}{N^{2}}+\left(\lambda_{8}-\lambda_{5}\right) c_{1} \pi_{4} \frac{B(N-D)}{N^{2}}+\left(\lambda_{10}-\lambda_{5}\right) c_{1} \pi_{6} \frac{P(N-D)}{N^{2}}+\lambda_{6} \mu \\
& +\left(\lambda_{5}-\lambda_{6}\right) c_{2} \beta_{2} \frac{S(N-(E+F+T))}{N^{2}}+\left(\lambda_{6}-\lambda_{7}\right) c_{3} \beta_{3} \frac{(F+T)(N-E)}{N^{2}}+\left(\lambda_{9}-\lambda_{7}\right) c_{5} \pi_{4} \frac{T F}{N^{2}} \\
& \frac{d \lambda_{7}}{d t}=-w_{3}+\left(\lambda_{7}-\lambda_{1}\right) \gamma_{2}+\left(\lambda_{1}-\lambda_{5}\right) c_{1} \pi_{1} \frac{C(N-D)}{N^{2}}+\left(\lambda_{2}-\lambda_{5}\right) c_{1} \pi_{5} \frac{R(N-D)}{N^{2}}+\left(\lambda_{3}-\lambda_{5}\right) c_{1} \pi_{3} \frac{A(N-D)}{N^{2}} \\
& +\left(\lambda_{4}-\lambda_{5}\right) c_{1} \pi_{2} \frac{V(N-D)}{N^{2}}+\left(\lambda_{8}-\lambda_{5}\right) c_{1} \pi_{4} \frac{B(N-D)}{N^{2}}+\left(\lambda_{10}-\lambda_{5}\right) c_{1} \pi_{6} \frac{P(N-D)}{N^{2}}+\lambda_{7} \mu \\
& +\left(\lambda_{5}-\lambda_{6}\right) c_{2} \beta_{2} \frac{S(N-(E+F+T))}{N^{2}}+\left(\lambda_{6}-\lambda_{7}\right) c_{3} \beta_{3} \frac{(F+T)(N-E)}{N^{2}}+\left(\lambda_{7}-\lambda_{9}\right) c_{5} \beta_{4} \frac{T(N-F)}{N^{2}} \\
& +\left(\lambda_{7}-\lambda_{10}\right) \tau_{1} \frac{(A+V) I}{(F+I)^{2}}+\lambda_{7} \zeta_{3} \frac{(A+V) I}{(F+I)^{2}} \\
& \frac{d \lambda_{8}}{d t}=-w_{4}+\left(\lambda_{8}-\lambda_{1}\right) \gamma_{7}+\left(\lambda_{5}-\lambda_{1}\right) c_{1} \pi_{1} \frac{D C}{N^{2}}+\left(\lambda_{5}-\lambda_{2}\right) c_{1} \pi_{5} \frac{D R}{N^{2}}+\left(\lambda_{9}-\lambda_{2}\right) c_{5} \omega_{3} \frac{T R}{(R+I)^{2}}+\left(\lambda_{8}-\lambda_{3}\right) \nu_{1} \\
& +\left(\lambda_{5}-\lambda_{10}\right) c_{1} \pi_{6} \frac{D P}{N^{2}}+\left(\lambda_{5}-\lambda_{3}\right) c_{1} \pi_{3} \frac{D A}{N^{2}}+\left(\lambda_{5}-\lambda_{4}\right) c_{1} \pi_{2} \frac{D V}{N^{2}}+\left(\lambda_{1}-\lambda_{4}\right) c_{4} \alpha_{1} \frac{C(C+A+V)}{(C+I)^{2}} \\
& +\left(\lambda_{1}-\lambda_{8}\right) c_{4} \alpha_{2} \frac{C(C+A+V+T)}{(C+I)^{2}}+\left(\lambda_{2}-\lambda_{8}\right) c_{4} \omega_{4} \frac{R(R+A+V+T)}{(R+I)^{2}}+\lambda_{8} \mu+\left(\lambda_{3}-\lambda_{9}\right) c_{5} \omega_{2} \frac{T A}{I^{2}} \\
& +\left(\lambda_{3}-\lambda_{8}\right) c_{4} \nu_{3} \frac{A(A+V+T)}{I^{2}}+\lambda_{3} \zeta_{1} \frac{A(A+V)}{I^{2}}+\lambda_{4} \zeta_{2} \frac{V(A+V)}{I^{2}}+\left(\lambda_{6}-\lambda_{5}\right) c_{2} \beta_{2} \frac{S(E+F+T)}{N^{2}} \\
& +\left(\lambda_{7}-\lambda_{6}\right) c_{3} \beta_{3} \frac{E(F+T)}{N^{2}}+\left(\lambda_{9}-\lambda_{7}\right) c_{5} \beta_{4} \frac{T F}{N^{2}}+\left(\lambda_{10}-\lambda_{7}\right) \tau_{1} \frac{F(A+V)}{(F+I)^{2}}-\lambda_{7} \zeta_{3} \frac{F(A+V)}{(F+I)^{2}} \\
& +\left(\lambda_{8}-\lambda_{10}\right) \tau_{2} \frac{(A+V)(A+V+T)}{I^{2}}+\lambda_{8} \zeta_{4} \frac{(A+V)(A+V+T)}{I^{2}}+\left(\lambda_{8}-\lambda_{10}\right) c_{4} \theta_{2} \frac{P(P+A+V+T)}{(P+I)^{2}} \\
& +\left(\lambda_{9}-\lambda_{8}\right) c_{5} \omega_{1} \frac{T B}{I^{2}}+\left(\lambda_{9}-\lambda_{10}\right) \theta_{1} \frac{T P}{(P+I)^{2}}+\left(\lambda_{10}-\lambda_{9}\right) \tau_{3} \frac{T(A+V)}{I^{2}}-\lambda_{9} \zeta_{5} \frac{T(A+V)}{I^{2}} \\
& +\left(\lambda_{8}-\lambda_{5}\right) c_{1} \pi_{4} \frac{D(N-B)}{N^{2}}+\left(\lambda_{8}-\lambda_{9}\right) c_{5} \omega_{1} \frac{T(A+V+T)}{I^{2}}
\end{aligned}
$$

$$
\begin{aligned}
\frac{d \lambda_{9}}{d t}= & -w_{5}+\left(\lambda_{9}-\lambda_{1}\right) \gamma_{8}+\left(\lambda_{1}-\lambda_{5}\right) c_{1} \pi_{1} \frac{C(N-D)}{N^{2}}+\left(\lambda_{1}-\lambda_{4}\right) c_{1} \alpha_{1} \frac{C(C+A+V)}{(C+I)^{2}}+\left(\lambda_{8}-\lambda_{1}\right) c_{4} \alpha_{2} \frac{B C}{(C+I)^{2}} \\
& +\left(\lambda_{2}-\lambda_{5}\right) c_{1} \pi_{5} \frac{R(N-D)}{N^{2}}+\left(\lambda_{2}-\lambda_{9}\right) c_{5} \omega_{3} \frac{R(R+A+V+B)}{(R+I)^{2}}+\left(\lambda_{8}-\lambda_{2}\right) c_{4} \omega_{4} \frac{B R}{(R+I)^{2}} \\
& +\left(\lambda_{3}-\lambda_{5}\right) c_{1} \pi_{3} \frac{A(N-D)}{N^{2}}+\left(\lambda_{8}-\lambda_{3}\right) c_{4} \nu_{3} \frac{B A}{I^{2}}+\left(\lambda_{3}-\lambda_{9}\right) c_{5} \omega_{2} \frac{A(A+V+B)}{I^{2}}+\lambda_{3} \zeta_{1} \frac{A(A+V)}{I^{2}} \\
& +\left(\lambda_{4}-\lambda_{5}\right) c_{1} \pi_{2} \frac{V(N-D)}{N^{2}}+\lambda_{4} \zeta_{2} \frac{V(A+V)}{I^{2}}+\left(\lambda_{5}-\lambda_{6}\right) c_{2} \beta_{2} \frac{S(N-(E+F+T))}{N^{2}} \\
& +\left(\lambda_{6}-\lambda_{7}\right) c_{3} \beta_{3} \frac{E(N-(F+T))}{N^{2}}+\left(\lambda_{10}-\lambda_{7}\right) \tau_{1} \frac{F(A+V)}{(F+I)^{2}}+\left(\lambda_{7}-\lambda_{10}\right) c_{5} \beta_{4} \frac{F(N-T)}{N^{2}}-\lambda_{7} \zeta_{3} \frac{F(A+V)}{(F+I)^{2}} \\
& +\left(\lambda_{8}-\lambda_{10}\right) c_{4} \theta_{2} \frac{P B}{(P+I)^{2}}+\left(\lambda_{8}-\lambda_{5}\right) c_{1} \pi_{4} \frac{B(N-D)}{N^{2}}+\left(\lambda_{8}-\lambda_{9}\right) c_{5} \omega_{1} \frac{B(A+V+B)}{I^{2}}-\lambda_{8} \zeta_{4} \frac{B(A+V)}{I^{2}} \\
& +\left(\lambda_{10}-\lambda_{8}\right) \tau_{2} \frac{B(A+V)}{I^{2}}+\left(\lambda_{10}-\lambda_{9}\right) c_{5} \theta_{1} \frac{P(P+A+V+B)}{(P+I)^{2}}+\left(\lambda_{9}-\lambda_{10}\right) \tau_{3} \frac{(A+V)(A+V+B)}{I^{2}} \\
& +\lambda_{9}+\left(\lambda_{10}-\lambda_{5}\right) c_{1} \pi_{6} \frac{P(N-B)}{N^{2}}+\lambda_{9} \zeta_{5} \frac{(A+V)(A+V+B)}{I^{2}} \\
\frac{d \lambda_{10}}{d t}= & -w_{6}+\left(\lambda_{10}-\lambda_{1}\right) \gamma_{5}+\left(\lambda_{5}-\lambda_{1}\right) c_{1} \pi_{1} \frac{D C}{N^{2}}+\left(\lambda_{5}-\lambda_{2}\right) c_{1} \pi_{5} \frac{D R}{N^{2}}+\left(\lambda_{5}-\lambda_{3}\right) c_{1} \pi_{3} \frac{D A}{N^{2}}+\left(\lambda_{5}-\lambda_{4}\right) c_{1} \pi_{2} \frac{D V}{N^{2}} \\
& +\left(\lambda_{5}-\lambda_{8}\right) c_{1} \pi_{4} \frac{D B}{N^{2}}+\left(\lambda_{10}-\lambda_{5}\right) c_{1} \pi_{6} \frac{D(N-P)}{N^{2}}+\left(\lambda_{6}-\lambda_{5}\right) c_{2} \beta_{2} \frac{S(E+F+T)}{N^{2}}+\left(\lambda_{7}-\lambda_{6}\right) c_{3} \beta_{3} \frac{E(F+T)}{N^{2}} \\
& +\left(\lambda_{9}-\lambda_{7}\right) c_{5} \beta_{4} \frac{T F}{N^{2}}+\left(\lambda_{10}-\lambda_{8}\right) c_{4} \theta_{2} \frac{B I}{(P+I)^{2}}+\left(\lambda_{10}-\lambda_{9}\right) c_{5} \theta_{1} \frac{T I}{(P+I)^{2}}+\lambda_{10} \mu+\lambda_{10} \eta
\end{aligned}
$$

with transversality conditions

$$
\begin{equation*}
\lambda_{i}\left(T_{f}\right)=0, \quad i=1,2, \ldots, 10 \tag{47}
\end{equation*}
$$

Further, the optimal control quintuple $\left(u_{1}^{*}, u_{2}^{*}, u_{3}^{*}, u_{4}^{*}, u_{5}^{*}\right)$ is given as follows

$$
\left\{\begin{aligned}
u_{1}^{*} & =\max \left\{0, \min \left\{1, \frac{\left(\left(\lambda_{5}-\lambda_{1}\right) \pi_{1} C+\left(\lambda_{5}-\lambda_{2}\right) \pi_{5} R+\left(\lambda_{5}-\lambda_{3}\right) \pi_{3} A+\left(\lambda_{5}-\lambda_{4}\right) \pi_{2} V+\left(\lambda_{5}-\lambda_{8}\right) \pi_{4} B+\left(\lambda_{5}-\lambda_{10}\right) \pi_{6} P\right) D}{w_{7} N}\right\}\right\} \\
u_{2}^{*} & =\max \left\{0, \min \left\{1, \frac{\left(\lambda_{6}-\lambda_{5}\right) \beta_{2} S(E+F+T)}{w_{8} N}\right\}\right\} \\
u_{3}^{*} & =\max \left\{0, \min \left\{1, \frac{\left(\lambda_{7}-\lambda_{6}\right) \beta_{3} E(F+T)}{w_{9} N}\right\}\right\} \\
u_{4}^{*} & =\max \left\{0, \min \left\{1, \frac{\left(\lambda_{8}-\lambda_{1}\right) \alpha_{2} \frac{B C}{C+I}+\left(\lambda_{8}-\lambda_{2}\right) \omega_{4} \frac{B R}{R+I}+\left(\lambda_{8}-\lambda_{3}\right) \nu_{3} \frac{B A}{I}+\left(\lambda_{8}-\lambda_{10}\right) \theta_{2} \frac{B P}{P+I}}{w_{10}}\right\}\right\} \\
u_{5}^{*} & =\max \left\{0, \min \left\{1, \frac{\left(\lambda_{9}-\lambda_{2}\right) \omega_{3} \frac{T R}{R+I}+\left(\lambda_{9}-\lambda_{3}\right) \omega_{2} \frac{T A}{I}+\left(\lambda_{9}-\lambda_{7}\right) \beta_{4} \frac{T F}{N}+\left(\lambda_{9}-\lambda_{8}\right) \omega_{1} \frac{T B}{I}+\left(\lambda_{9}-\lambda_{10}\right) \theta_{1} \frac{T P}{P+I}}{w_{11}}\right\}\right\}
\end{aligned}\right.
$$

Proof: As mentioned earlier, the characterization of the optimal solution is obtained by applying the Pontryagin's maximum principle to the Hamiltonian of the system $\mathcal{H}$. The system of ordinary differential equations (46) governing the adjoint variables is derived by differentiating the Hamiltonian. Further, the control characterizations in (48) are derived by solving, on the interior of the control set $\mathcal{U}$, the partial differentials of the Hamiltonian $\mathcal{H}$ with respect to each of the controls $u_{1}, u_{2}, u_{3}, u_{4}$ and $u_{5}$. Hence, by standard arguments involving control bounds, it follows that:

$$
\begin{aligned}
& u_{1}^{*}=\left\{\begin{array}{rll}
0 & \text { if } & r_{1}^{*} \leq 0 \\
r_{1}^{*} & \text { if } & 0<r_{1}^{*}<1 \\
1 & \text { if } & r_{1}^{*} \geq 1
\end{array}\right. \\
& u_{2}^{*}=\left\{\begin{aligned}
0 \text { if } & r_{2}^{*} \leq 0 \\
r_{2}^{*} \text { if } & 0<r_{2}^{*}<1 \\
1 \text { if } & r_{2}^{*} \geq 1
\end{aligned}\right. \\
& u_{3}^{*}=\left\{\begin{array}{rll}
0 & \text { if } & r_{3}^{*} \leq 0 \\
r_{3}^{*} & \text { if } & 0<r_{3}^{*}<1 \\
1 & \text { if } & r_{3}^{*} \geq 1
\end{array}\right. \\
& u_{4}^{*}=\left\{\begin{array}{rll}
0 \text { if } & r_{4}^{*} \leq 0 \\
r_{4}^{*} \text { if } & 0<r_{1}^{*}<1 \\
1 \text { if } & r_{4}^{*} \geq 1
\end{array}\right. \\
& u_{5}^{*}=\left\{\begin{array}{rll}
0 \text { if } & r_{5}^{*} \leq 0 \\
r_{5}^{*} \text { if } & 0<r_{5}^{*}<1 \\
1 \text { if } & r_{5}^{*} \geq 1
\end{array}\right.
\end{aligned}
$$

where,

$$
\left\{\begin{aligned}
r_{1}^{*} & =\frac{\left(\left(\lambda_{5}-\lambda_{1}\right) \pi_{1} C+\left(\lambda_{5}-\lambda_{2}\right) \pi_{5} R+\left(\lambda_{5}-\lambda_{3}\right) \pi_{3} A+\left(\lambda_{5}-\lambda_{4}\right) \pi_{2} V+\left(\lambda_{5}-\lambda_{8}\right) \pi_{4} B+\left(\lambda_{5}-\lambda_{10}\right) \pi_{6} P\right) D}{w_{7} N} \\
r_{2}^{*} & =\frac{\left(\lambda_{6}-\lambda_{5}\right) \beta_{2} S(E+F+T)}{w_{8} N} \\
r_{3}^{*} & =\frac{\left(\lambda_{7}-\lambda_{6}\right) \beta_{3} E(F+T)}{w_{9} N} \\
r_{4}^{*} & =\frac{\left(\lambda_{8}-\lambda_{1}\right) \alpha_{2} \frac{B C}{C+I}+\left(\lambda_{8}-\lambda_{2}\right) \omega_{4} \frac{B R}{R+I}+\left(\lambda_{8}-\lambda_{3}\right) \nu_{3} \frac{B A}{I}+\left(\lambda_{8}-\lambda_{10}\right) \theta_{2} \frac{B P}{P+I}}{w_{10}} \\
r_{5}^{*} & =\frac{\left(\lambda_{9}-\lambda_{2}\right) \omega_{3} \frac{T R}{R+I}+\left(\lambda_{9}-\lambda_{3}\right) \omega_{2} \frac{T A}{I}+\left(\lambda_{9}-\lambda_{7}\right) \beta_{4} \frac{T F}{N}+\left(\lambda_{9}-\lambda_{8}\right) \omega_{1} \frac{T B}{I}+\left(\lambda_{9}-\lambda_{10}\right) \theta_{1} \frac{T P}{P+I}}{w_{11}}
\end{aligned}\right.
$$

This ends the proof.

### 7.3. Numerical simulations of the control system

In this section we perform a numerical simulation to illustrate the impacts of counter-radicalization and counter-terrorism strategies on the evolutionary dynamics of the core sub-population of violent extremism. The results we present were obtained by an implementation on MATLAB using an explicit Euler scheme with a discretization step of 0.02 . For the readers convenience, they should remembers that each of individuals without control is marked by red line. The individuals with control are marked by blue line. We use the persistence values for the parameters obtained in Table 1.

In Figure 4 we illustrate the dynamics of the individuals of the classes $S, E, F, B$ and $T$ in the case where the preventive measures and the deradicalization strategies $u_{1}, u_{2}$ and $u_{3}$ have a very low effectiveness while that of the fight against terrorism and brigandage have a high effectiveness. In Figure 5 we illustrate the dynamics of individuals in classes $S, E, F, B$, and $T$ in the case where preventive measures and deradicalization strategies $u_{1}, u_{2}$, and $u_{3}$ have very high effectiveness while those of counterterrorism and brigandage $u_{4}$ and $u_{5}$ have very low effectiveness. In Figure 6 we illustrate the dynamics of individuals in the $S, E, F, B$, and $T$ classes in the case where preventive measures and deradicalization strategies $u_{1}, u_{2}$ and $u_{3}$ have a very high effectiveness as well as those of counter-terrorism and brigandage $u_{4}$ and $u_{5}$.

Figures 4 and 5 show that preventive measures and deradicalization strategies $u_{1}, u_{2}$, and $u_{3}$ have a very large effect in combating radicalization and indoctrination to a fanatical ideology, but even with maximum effectiveness of $u_{1}, u_{2}$, and $u_{3}$, terrorism and brigandage will persist if counterterrorism measures $u_{4}$ and $u_{5}$ are weak. While a high effectiveness of counter-terrorism measures, combining the military-police proximity measures $u_{4}$ and $u_{5}$, ensures stabilization of all subclasses of the radical core of the subpopulation. By contrast, from Figure 6, we see a faster regression in the $S, E, F, B$ and $T$ compartments compared to Figure 5, when preventive measures and deradicalization strategies $\left(u_{1}, u_{2}, u_{3}\right)$, as well as counterterrorism and brigandage combining proximity military-police measures $\left(u_{4}, u_{5}\right)$ are very high.


Figure 4: Dynamics of individuals in the $S, E, F, B$, and $T$ classes with and without control when $u_{1}=u_{2}=$ $u_{3}=0$ and $u_{4}=u_{5}=0.87$.


Figure 5: Dynamics of individuals in the $S, E, F, B$, and $T$ classes with and without control when $u_{1}=u_{2}=$ $u_{3}=0.87$ and $u_{4}=u_{5}=0.13$.


Figure 6: Dynamics of individuals in the $S, E, F, B$, and $T$ classes with and without control when $u_{1}=u_{2}=$ $u_{3}=0.87$ and $u_{4}=u_{5}=0.87$.

## 8. Conclusion

In this study, we initially introduced the (1) - (10) model to characterize the dynamics of ideological terrorism, drawing inspiration from the terrorism situation in the Sahel region. This approach enabled us to highlight the influence of local and global security initiatives on the dynamics of ideological terrorism or fanatical insurgency. Within the framework of this model, we defined the threshold $\mathcal{R}_{0}$, representing the number of fundamental reproductions of extreme behavior, and established the conditions for local and global asymptotic stabilization of the equilibrium devoid of terrorism, brigandage or fanaticism.

In addition, we identified four primordial thresholds $\mathcal{R}_{1}, \mathcal{R}_{2}, \mathcal{R}_{3}$, and $\mathcal{R}_{4}$, from which we derived conditions leading to the extinction of the radical core subpopulation with respect to violent extremism, ideological terrorism, fanatical ideology, and brigandage without terrorism or fanaticism, respectively. Based on the results of the mathematical analysis of the model, we proposed a control strategy to combat ideological terrorism in the Sahel. We then studied the optimality of this control strategy using mathematical tools such as Pontryagin's maximum principle. Finally, we presented a numerical simulation to complement our theoretical results. It is pertinent to recognize that validation of the model's predictions relies on available data, a challenge frequently encountered. The model predictions are straightforward and based on a theory of the propagation of extreme ideologies [9], as a function of initial conditions. Overall, these results improve our understanding of class evolution by elucidating how specific parameter values can lead either to the stabilization or elimination of extremism, or to its persistence.

To enhance this research, it is worth exploring new mathematical perspectives. This includes examining the influence of social media on the spread of ideological extremism, analyzing the multilevel dynamics of extremism, and conducting social network analysis. By delving deeper into these areas, we can gain a better understanding of the complexity of ideological extremism and develop more effective control strategies. As part of our ongoing project, we are studying the spatiotemporal diffusion of ideological terrorism in the Sahel. We will explore new methods of numerical resolution, drawing on the work [1], [34]. Our aim is to analyze how extremist ideologies spread both spatially and temporally, taking into account factors such as social networks, geographical features, and political climates.
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